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A limited number of complex numerical models that simulate the Earth’s atmosphere, ocean, and land processes are the primary tool to study how climate may change over the next century due to anthropogenic emissions of greenhouse gases. A standard assumption is that these climate models are random samples from a distribution of possible models centered around the true climate. This implies that agreement with observations and the predictive skill of climate models will improve as more models are added to an average of the models. In this article we present a statistical methodology to quantify whether climate models are indeed unbiased and whether and where model biases are correlated across models. We consider the simulated mean state and the simulated trend over the period 1970–1999 for Northern Hemisphere summer and winter temperature. The key to the statistical analysis is a spatial model for the bias of each climate model and the use of kernel smoothing to estimate the correlations of biases across different climate models. The spatial model is particularly important to determine statistical significance of the estimated correlations under the hypothesis of independent climate models. Our results suggest that most of the climate model bias patterns are indeed correlated. In particular, climate models developed by the same institution have highly correlated biases. Also, somewhat surprisingly, we find evidence that the model skills for simulating the mean climate and simulating the warming trends are not strongly related.
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1. INTRODUCTION

Recent changes in the Earth’s climate [Intergovernmental Panel on Climate Change (IPCC) 2001], related to increasing anthropogenic emissions of greenhouse gases, have raised questions about the risk of future changes in the climate system. The most detailed knowledge of potential future climate change comes from coupled atmosphere ocean general circulation models (AOGCMs). An AOGCM is a large, deterministic numerical model that simulates the Earth’s climate system. Besides the ocean and atmosphere, AOGCMs often include a sea ice and land surface component. AOGCMs can be used to understand the observed changes in the climate over the industrial period (Meehl et al. 2004) and to quantify the human contribution to the observed changes (Barnett et al. 2005). When these models are run under future emission scenarios from socioeconomic models for greenhouse gases, aerosols, and other radiatively active species (Nakićenović et al. 2000), they can estimate future changes in the climate system on time scales of decades to many centuries. These simulations, termed climate projections, form the basis for a quantitative description of how human activities will influence the future climate for a given scenario. This work describes a spatial statistical analysis on a prominent suite of AOGCM simulations.

1.1 Climate Model Uncertainty

All climate projections are necessarily uncertain (Knutti, Stocker, Joos, and Plattner 2002). The largest contribution to this uncertainty arises due to the limited understanding of many of the interactions and feedbacks in the climate system. Because of computational constraints, many geophysical processes must be simplified, and their effect is parameterized in terms of the large-scale variables available in the model. For example, cloud condensation processes occur on spatial scales of micrometers, yet the typical grid size of global climate models is on the order of a 100 km or more. Therefore, the effect of cloud processes within a grid cell must be represented in terms of the average temperature, humidity, vertical stability, and other parameters within that grid cell. The parameters used in these representations are often uncertain, being derived empirically from limited observations, or being tuned to give a realistic simulation of observable quantities. Structural uncertainty in climate models is introduced through the choice of processes that are explicitly represented, the specific form of parameterizations (e.g., whether cloud cover depends linearly or nonlinearly on some other quantity), but also through the choice of the grid, and the numerical schemes. Initial conditions are also not well known, particularly in the deep ocean or the biosphere, although initial condition uncertainty is a rather small contribution to the total uncertainty on long time scales, because only the statistical description of climate (i.e., a climate mean state and its variability averaged over a decade or more) are assessed, not individual weather events.

The ability of an AOGCM to reproduce twentieth century climate, for which there are observations, is a measure of the skill of the model and provides some indication of its reliability for future projections. Climate models are evaluated on how well they simulate the current mean climate state, how they can reproduce the observed climate change over the last century, how well they simulate specific processes, and how well they agree with proxy data for very different time periods in the past (e.g., the last glacial period). Although it seems a necessary condition for a model to simulate a reasonable current mean state, it might not be sufficient to guarantee a realistic simulation of future changes. Different models might agree well for the present,
yet disagree for the future climate (see, e.g., Stainforth et al. 2005), which is one aspect discussed in this article.

Currently, there are about 20 AOGCMs constructed by institutions and modeling groups throughout the world with the complexity to produce credible simulations of current climate and future projections. Based on the uncertainty in the modeling process described earlier and different choices of parameterizations, model components, and initial conditions, these models would be expected to have different responses. The motivation to use several models for prediction is based on the experience from many applications that the combined information of many models (in many cases simply an average of several models) performs better than a single model. Examples where this has been confirmed are seasonal weather prediction (Yun, Stefanova, and Krishnamurti 2003), detection and attribution (Gillett et al. 2002), health (Thomson et al. 2006), and agriculture (Cantelaube and Terres 2005). The average of several models has been shown to agree better with observations for the current mean climate state (Lambert and Boer 2001), indicating that in some cases at least, errors in individual climate models tend to cancel when many models are averaged.

1.2 Statistical Analysis of Climate Models

There has been some recent work on combining several climate model outputs (and/or ensemble simulations) with observations into probabilistic future climate projections (e.g., Tebaldi, Smith, Nychka, and Mearns 2005; Furrer, Sain, Nychka, and Meehl 2007; Smith, Tebaldi, Nychka, and Mearns 2007). Tebaldi and Knutti (2007) have provided a more thorough review, and Smith et al. (2007) have provided more references. Most of those studies either explicitly or implicitly assume that each climate model is independent from the others and is a random sample from a distribution with the true climate as its mean. This implies that the average of a set of models converges to the true climate as more and more models are added. Although some of the biases do indeed cancel by averaging, many problems are persistent across most of the models for the following reasons. First, many models are based on the same theoretical or sometimes empirical assumptions and parameterizations. Second, all models have similar resolution, and thus cannot adequately resolve the same small-scale processes. And third, for practical reasons, the development of individual models is not independent. Models are constantly compared, and successful concepts are copied. In some cases, whole model components are transferred to reduce the effort in model development. In the most recent coordinated modeling effort, this is particularly pronounced, because several institutions have submitted more than one model or model version. In some cases only the model resolution is different, or only one component is different (e.g., the atmosphere is different, but the ocean is the same).

1.3 Outline

The goal in this work is to apply statistical models to quantify some of the biases in AOGCMs and thus support an understanding of the uncertainties in model projections. Specifically, we consider the simulated mean temperature state and the simulated temperature trend over the 1970–1999 period for Northern Hemisphere summer (JJA) and winter (DJF). For a reader outside the climate science community, it should be noted that the ensemble of 20 climate model experiments considered in this work is currently a definitive and comprehensive archive. This ensemble provides a nearly complete representation of the state of the art in climate model science and was coordinated for the IPCC Fourth Assessment Report, an international collaboration of several hundred scientists. The model experiments contributed by the National Center for Atmospheric Research (NCAR) alone cost tens of millions of dollars in computer resources and produced more than 100 terabytes of detailed model output.

We use a nonstationary spatial process model to characterize the bias in a given model observed surface temperature or temperature trends and quantify the similarity in biases among different AOGCMs. Deriving a statistical model for each bias field is important, because it facilitates testing whether correlations among model biases are statistically significant. The fields representing the correlations between model biases are estimated by kernel smoothing and so provide a flexible method that can capture nonstationarity in cross-covariances. We provide evidence that the current biases among a sample of current AOGCMs are not independent, and thus the ensemble has a reduced effective sample size.

In Section 2 we describe the observations of global surface temperature and corresponding outputs from 20 AOGCMs used in this study (one AOGCM is omitted from most of the subsequent analysis). Sections 3 and 4 present the main results on mean state and on trend. Spatial models for the bias of each AOGCM model, as well as estimates of cross-correlation among different model biases, are presented, and these correlations are compared with simulated correlations under the assumption that AOGCM model biases are independent. Section 5 concludes with a discussion.

2. DATA

2.1 Observational Data

We use surface temperature measurements (in °C) with global coverage for comparison with the AOGCM simulations. The actual “data product” that we incorporate into the analysis are monthly averages given on a regular spatial grid and are created by the Climate Research Unit (CRU), East Anglia, and the Hadley Centre, U.K. MetOffice (Jones, New, Parker, Martin, and Rigor 1999; Rayner et al. 2006). The surface temperature data set is a composite of land and ocean data sets. Temperature over land is measured at stations, whereas temperature over the ocean is derived from sea surface temperature and marine air temperature measurements taken by ships and buoys. Individual measurements are checked for inhomogeneities, corrected for instrument biases, and averaged within each grid cell. Thus the number of measurements used differs for each grid cell. Inhomogeneities in the data arise mainly due to changes in instruments, exposure, station location (elevation, position), ship height, observation time, urbanization effects, and the method used to calculate averages. However, these effects are all well understood and taken into account in the construction of the data set (see Jones et al. 1999 for a review). The uncertainties in the temperature data set, particularly on seasonal averages for a 30-year period, are small compared with the much larger biases in the climate models compared with observations.
We consider the 30-year interval of 1970–1999, because observations tend to be more complete and of better quality toward the end of the observational period, and because there is a strong signal for temperature increase during that period. A 30-year period is commonly used to define a climatologic mean state, which does not focus on specific weather situations. Due to the lack of observations in high latitudes, we consider only the spatial regions of the latitude range 45°S to 72°N, with the full longitude range from −180° to 180°. We then have only very few missing observations, and we naively impute these by taking averages of spatially neighboring cells (eight neighboring cells if all are available). The method of imputation has very little impact on the results of our analysis, because there are only 10 out of 1,656 grid cells with missing data.

For the analysis of the climatologic mean state, we focus on Boreal winter and Boreal summer mean surface temperature; that is, we average the monthly temperatures over December to February (DJF) and June to August (JJA) and over 30 years. For the trends, we calculate least squares linear trends at each grid point, separately for DJF and JJA.

### 2.2 AOGCM Output

In a recent coordinated modeling effort in support of the IPCC Fourth Assessment Report, many AOGCMs were used to simulate the climate over the twentieth century. Such experiments are driven by observed changes in radiatively active species at the top of the atmosphere and do not explicitly include any observed meteorological observations. This has the goal of simulating the anthropogenic influence on climate change observed so far. The model runs were then continued into the future following several possible emission scenarios, to quantify expected future climate change. Although the projections are not analyzed in this work, they form a cornerstone for IPCC reports on the future of Earth’s climate. For a statistician, climate is an expectation or a long-term average of weather events. Each AOGCM simulation produces a time series of weather that is then averaged to estimate the climate state. If a model were run many times with just slightly different initial conditions, then the climate of the AOGCM could be estimated to high accuracy. In practice, only a few realizations of the AOGCM are run, and thus there is some uncertainty in the actual climate simulated. This sampling error, also known as internal variability, contributes an additional random component to a statistical model for the AOGCM output. However, its contribution is small for a 30-year mean. A list of the models used here as well as their resolution is given in Table 1. The “data” produced by all of the models are archived in a common format and can be downloaded from the Program for Climate Model Diagnosis and Intercomparison website (http://www-pcmdi.llnl.gov/). In contrast to the observations, there are no missing data in the climate model output fields. The models’ resolution, complexity, and completeness are given in Table 1.

### Table 1. Modeling groups, country, IPCC I.D. and resolutions of the 20 IPCC model outputs used in the study

<table>
<thead>
<tr>
<th>Group</th>
<th>Country</th>
<th>IPCC ID</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Beijing Climate Center</td>
<td>China</td>
<td>BCC–CM1</td>
<td>192 × 96</td>
</tr>
<tr>
<td>2 Canadian Center for Climate Modelling &amp; Analysis</td>
<td>Canada</td>
<td>CGCM3.1</td>
<td>96 × 48</td>
</tr>
<tr>
<td>3 Météo-France/Centre National de Recherches Météorologiques</td>
<td>France</td>
<td>CNRM–CM3</td>
<td>128 × 64</td>
</tr>
<tr>
<td>4 CSIRO Atmospheric Research</td>
<td>Australia</td>
<td>CSIRO–MK3.0</td>
<td>192 × 96</td>
</tr>
<tr>
<td>5 U.S. Department of Commerce/NOAA/Geophysical Fluid Dynamics Laboratory</td>
<td>U.S.</td>
<td>GFDL–CM2.0</td>
<td>144 × 90</td>
</tr>
<tr>
<td>6 U.S. Department of Commerce/NOAA/Geophysical Fluid Dynamics Laboratory</td>
<td>U.S.</td>
<td>GFDL–CM2.1</td>
<td>144 × 90</td>
</tr>
<tr>
<td>7 NASA/Goddard Institute for Space Studies</td>
<td>U.S.</td>
<td>GISS–AOM</td>
<td>90 × 60</td>
</tr>
<tr>
<td>8 NASA/Goddard Institute for Space Studies</td>
<td>U.S.</td>
<td>GISS–EH</td>
<td>72 × 46</td>
</tr>
<tr>
<td>9 NASA/Goddard Institute for Space Studies</td>
<td>U.S.</td>
<td>GISS–ER</td>
<td>72 × 46</td>
</tr>
<tr>
<td>10 LASG/Institute of Atmospheric Physics</td>
<td>China</td>
<td>FGOALS-g1.0</td>
<td>128 × 60</td>
</tr>
<tr>
<td>11 Institute for Numerical Mathematics</td>
<td>Russia</td>
<td>INM–CM3.0</td>
<td>72 × 45</td>
</tr>
<tr>
<td>12 Institut Pierre Simon Laplace</td>
<td>France</td>
<td>IPSL–CM4</td>
<td>96 × 72</td>
</tr>
<tr>
<td>13 Center for Climate System Research, National Institute of Environmental Studies, and Frontier Research Center for Global Change</td>
<td>Japan</td>
<td>MIROC3.2 (medres)</td>
<td>128 × 64</td>
</tr>
<tr>
<td>14 Meteorological Institute of the University of Bonn, Meteorological Research Institute of KMA, and Model and Data group</td>
<td>Germany</td>
<td>ECHO–G</td>
<td>96 × 48</td>
</tr>
<tr>
<td>15 Max Planck Institute for Meteorology</td>
<td>Germany</td>
<td>ECHAM5/ MPI–OM</td>
<td>192 × 96</td>
</tr>
<tr>
<td>16 Meteorological Research Institute</td>
<td>Japan</td>
<td>MRI–CGCM2.3.2</td>
<td>128 × 64</td>
</tr>
<tr>
<td>17 National Center for Atmospheric Research</td>
<td>U.S.</td>
<td>CCSM3</td>
<td>256 × 128</td>
</tr>
<tr>
<td>18 National Center for Atmospheric Research</td>
<td>U.S.</td>
<td>PCM</td>
<td>128 × 64</td>
</tr>
<tr>
<td>19 Hadley Centre for Climate Prediction and Research/Met Office</td>
<td>U.K.</td>
<td>UKMO–HadCM3</td>
<td>95 × 73</td>
</tr>
<tr>
<td>20 Hadley Centre for Climate Prediction and Research/Met Office</td>
<td>U.K.</td>
<td>UKMO–HadGEM1</td>
<td>192 × 145</td>
</tr>
</tbody>
</table>

NOTE: The resolution of the observation is 72 × 36 (5 × 5 degrees).
in terms of the processes that they include vary substantially across the models. A first comparison of each model to observations showed that model 1 (BCC-CM1) could not be used in our analysis. Apart from large biases and large discrepancy in variograms compared with observations, the lack of documentation and problems in reproducing the numerical simulation suggest that there were issues with the model output possibly caused not by biases in the physics of the model but by the model setup or the data postprocessing. Model 10 (GOALS-g1.0) also has larger biases (particularly in the high latitudes) than the other models (excluding model 1), but those were confirmed to be actually produced by biases in the ocean model. This model 10 is included in the analysis. If the statistical methodology presented here works as expected, it must differentiate models with larger biases, like model 10, from the others.

Several models have been developed by a single organization. For example, two models were developed by NOAA GFDL (models 5 and 6), two by NCAR (17 and 18), three by NASA GISS (7, 8, and 9), and two by the U.K. MetOffice (19 and 20). Those models often share components or parameterizations of subgrid-scale processes; therefore, we suspect that these models should have similar biases compared to observations.

2.3 Registering Model Output and Observations to a Common Grid

We quantify the model biases by comparing the AOGCM data with observations. Specifically, we need the difference between observations and model output. Unfortunately, the model output and observations are on several different grids. Because the observations have the coarsest grid (see Table 1), we use bilinear interpolation of the model output to the observational grid. One reason for using bilinear interpolation is that because the grid resolutions of model output and observations are not nested, it is not obvious how we should aggregate model output to match the observational grids without serious statistical modeling. (See Banerjee, Carlin, and Gelfand 2004 for a hierarchical Bayesian modeling approach for nonnested block-level realignment.) Another reason is that, as reported by Shao, Stein, and Ching (2007), bilinear interpolation seems to work better than naive interpolation in aggregating numerical model outputs in general.

Instead of taking differences between observations and model output, we could jointly model the observations and model output. However, the difference fields tend to have a much simpler covariance structure than the observations or model output themselves (see Jun and Stein 2004 for details). Furthermore, the differences are much closer to Gaussian than the observations and model output themselves. Therefore, we develop statistical models for the differences rather than a joint model for the observations and model output.

2.4 An Example of AOGCM Results for Mean Temperature

Figure 1 shows the differences of observations and model output for DJF and JJA climatologic averages. Examples are given for two models with very similar bias patterns (models 5 and 6, especially for DJF), one model with poor agreement [large bias pattern (model 10)], and a model with reasonably good agreement [small amplitude of the bias pattern (model 17)]. Regional biases can be large for both DJF and JJA averages for many models. Although the DJF difference of model 10 shows distinct patterns compared with the others, overall many models have similar problems in regions with steep topography (e.g., Himalayas and Andes regions), regions of ocean deep water formation (e.g., the North Atlantic) or upwelling (e.g., west of South America), and high-latitude areas, where snow or ice cover influences the climate. This is not surprising, because all models cannot properly resolve steep mountains or ocean convection due to their limited resolution. No single model performs consistently better than all of the other models in all spatial regions and for both DJF and JJA.

The problems in simulating a high-altitude and high-latitude climate in most models are illustrated in Figure 2. The left column shows the difference between observations and the multimodel mean (i.e., the average of the 19 models) for each season. Note that although the magnitudes of the differences between observations and the multimodel mean are slightly less than the magnitude of the differences in the individual models (Fig. 1), the problems of the multimodel mean over the high-altitude and high-latitude areas are still present. This is a first sign that the assumption of model averages converging to the true climate is not fully justified. If all models have similar biases in the same regions, then adding more models with similar biases to an average will not eliminate those biases. The right column shows the root mean squared (RMS) errors of the 19 models (i.e., the RMS of the bias patterns of all models, averaged across all models). It shows that the regions in which model biases have large spread (high RMS error) tend to be the same as those in which the multimodel mean deviates from observations.

3. ANALYSIS ON MEAN STATE

3.1 Statistical Models for the Climate Model Biases

In this section we build explicit statistical models to quantify the model biases on the mean state. Let \( X(s,t) \) denote the observations and \( Y_i(s,t) \) denote the \( i \)th model output (DJF or JJA averages) at spatial grid location \( s \) and year \( t \) \((t = 1, \ldots, 30)\). As mentioned earlier, we model the difference of observation and model data, or the model bias \( D_i(s,t) = X(s,t) - Y_i(s,t) \). The process \( D_i \) varies over space and time, and we decompose it as \( D_i(s,t) = b_i(s) + u_i(s,t) \). Here \( b_i \) is a purely spatial field with possibly nonstationary covariance structure and represents the bias of the \( i \)th model with respect to observed climate. The residual, \( u_i \), has mean 0 and is assumed to be independent of \( b_i \). This term \( u_i \) includes contributions from the measurement error and year-to-year variation of climate model outputs. We are interested mainly in modeling \( b_i \), especially the cross-covariance structure of \( b_i \) and \( b_j \) for \( i \neq j \). Most of the information for modeling \( b_i \) comes from the average of \( D_i \) over 30 years, that is, \( \bar{D}_i(s) = \frac{\sum_{t=1}^{30} D_i(s,t)}{30} \), because the noise component of weather in a 30-year seasonal average is small.

One may wonder whether \( D_i(s,t) \) should contain a spatial field that represents the bias due to the observational errors. However, as mentioned in Section 2.1, the climate scientists have fairly strong confidence in the quality of their observational data compared with the climate model biases. Therefore, we assume that the effect of observational errors to \( D_i \) is negligible. If the observational errors do turn out to be important,
then they would induce correlations among the climate model biases.

We model $b_i$ as a Gaussian random field with a mean structure depending on certain covariates. The patterns in Figures 1 and 2 suggest that we need to include the latitude and altitude in the mean term. We also find that the ocean/land indicator has large significant effects on the differences of observation and model outputs. Thus for $i = 2, \ldots, 20$, we let

$$b_i = \mu_0 + \mu_1 L(s) + \mu_2 I_{\text{land}}(s) + \mu_3 A(s) + a_i(s),$$

where $L$ denotes the latitude and $A$ denotes the altitude (over the ocean, $A = 0$). Here every term except for $a_i$ is a fixed effect. The term $a_i$ is stochastic and is modeled as a Gaussian process with mean 0.

In modeling the covariance structure of $a_i$, we need to have a covariance model that satisfies at least two conditions. First, the covariance model should be valid on a sphere. Second, it should have nonstationary structure; even the simplest possible model should have at least different covariance over the land and over the ocean, because the differences over the land have higher covariances than those over the ocean.

Jun and Stein (2007) gave a class of flexible space-time covariance models valid on a sphere that are nonstationary in space. We use a spatial version of this model class to model the covariance structure of $a_i$. Following Jun and Stein (2007), for $d_i$’s that are constants ($i = 2, \ldots, 20$), we model $a_i$ as

$$a_i(s) = \eta_i \frac{\partial}{\partial L} Z_i(s) + d_i Z_i(s).$$

The differential operator in the first term of (2) allows for possible nonstationarity depending on latitude. Now $Z_i$ is a nonstationary process defined on a sphere, and with $\delta_i > 0$, we write it as

$$Z_i(s) = (\delta_i I_{\text{land}} + 1) \tilde{Z}_i(s),$$

where $\tilde{Z}_i$ is a Gaussian process with mean 0 and covariance

$$\text{cov}(\tilde{Z}_i(s_1), \tilde{Z}_i(s_2)) = \alpha_i M_{v_i + 1}(\beta_i^{-1} d).$$

Here $\alpha_i$, $\beta_i$, $v_i > 0$; $d$ is the chordal distance between $s_1$ and $s_2$; $M$ is the Matérn class; $M_{v}(x) = x^v K_v(x)$; and $K$ is a modified Bessel function (Stein 1999). This covariance model is valid on a sphere, because the Matérn class is valid on $\mathbb{R}^3$, and through

Figure 1. Differences between observation and model outputs for models 5, 6, 10, and 17 (from top to bottom). The left column is for DJF averages, and the right column is for JJA averages. Contour levels are −3 (dashed) and +3 (solid).
the chordal distance \( d \), we get a valid covariance model on a sphere (Yaglom 1987). Due to the differential operator in (2), the smoothness parameter of a Matérn covariance function in (4) should be \( \nu_i > 0 \). In (3), the term \( \delta_i \) gives higher covariance over the land than over the ocean for the process \( \alpha_i \) and the amount of this inflation is allowed to vary across AOGCMs.

The variance can be expected to depend much more on latitude than the correlation. Thus we tried the few variations of (3), such as \( \bar{Z}_i(s) = (\delta_i 1_{\text{land}} + \psi_i |L(s)| + 1) \bar{Z}_i(s) \) and \( \bar{Z}_i(s) = (\delta_i 1_{\text{land}} + \psi_i L(s) 1_{|L(s)| > 0} + 1) \bar{Z}_i(s) \) for \( \psi_i > 0 \); however, we found no significant increase in log-likelihood values.

3.2 Results for Model Experiments

To estimate the covariance parameters, we use restricted maximum likelihood estimation (REML) and then obtain regression parameters in the mean function through generalized least squares (Stein 1999). We find that constraining \( \eta_i = 0 \) in (2) gives a likelihood comparable to \( \eta_i > 0 \) for all 19 models. This may not mean that there is no nonstationarity depending on latitude, but it may suggest that we need to allow \( \eta_i \) to vary over latitude or some other appropriate variables. For parsimony, we set \( \eta_i = 0 \) for \( i = 2, \ldots, 20 \). We also set \( \delta_i = 1 \) to avoid the identifiability problem in the marginal variance.

The fitted values of the parameters in (1) for DJF and JJA averages are given in Tables 2 and 3. The unit of spatial distance is km. Based on these estimates, we compare the estimated fixed part and the random part in (1). Figures 3 and 4 compare \( \tilde{D}_i \) (for model \( i \), \( i = 2, \ldots, 20 \)), the fixed part of the difference, and the random part as in (1) for each season. For most of the models, the random part is close to mean 0 relative to \( \tilde{D}_i \) and the magnitudes of the fixed part and random part are similar. The covariance parameters are \( \beta_i \), the spatial range; \( \nu_i \), the smoothness parameter for the Matérn class; and \( \delta_i \), the inflation parameter for covariances over land. The parameter \( \alpha_i \) is related to the sill in the sense that the variance of the process \( \bar{Z}_i \) in (3) over the ocean is \( \alpha_i 2^{\nu_i} \Gamma(\nu_i + 1) \). Note that the \( \nu_i \) values in Tables 2 and 3 are not the same as \( \nu_i \) in (4). Because \( \eta_i = 0 \), we do not have to have the smoothness in (4) \( > 1 \), as explained before, and so we report the actual smoothness parameter values of the Matérn class, \( \nu_i \). Overall, the smoothness of the bias processes is around 0.5, which corresponds to the exponential covariance class. Although \( \delta_i \) seems small relative to \( \alpha_i \), we inflate the covariance over the land by \( (1 + \delta_i)^2 \) times the covariance over the ocean, so it is a significant change in the covariance over the land. Finally, we note that the estimates for DJF and JJA are fairly similar.

3.3 Correlations Between the Model Biases

One of our main interests is how the biases of each model outputs are correlated with each other. To build a joint statistical model for the \( b_i \)'s defined in (1), we particularly need models for \( \sigma_{ij}(s) = \text{cov}(\bar{a}_i(s), \bar{a}_j(s)) \) \( i, j = 2, \ldots, 20 \). This is different from the covariance model for \( \alpha_i \) that we discussed in Section 3.1, because \( \sigma_{ij}(s) \) is a cross-covariance. Usual spatial covariance functions, such as Matérn class, may not be appropriate for modeling \( \sigma_{ij} \) because, for instance, it can take negative values.

Our idea for estimating \( \sigma_{ij}(s) \) is to apply a kernel smoother to the sample statistics \( \hat{D}_{ij}(s) = \hat{D}_i(s) \hat{D}_j(s) \). Here \( \hat{D}_i(s) \) equals \( \hat{D}_i(s) \) but with the estimated mean values using the parameter estimates in Tables 2 and 3 subtracted. The \( \hat{D}_i \)'s are assumed to

Figure 2. The difference between observation and the average of 19 models (left column) and the RMS errors (right column). The top panel is for DJF averages, and the bottom column is for JJA averages. The solid lines represent positive levels, and the dotted lines represent negative levels.
be mean 0, and thus $\tilde{D}_{ij}$ is related to the cross-covariances of biases of model $i$ and $j$. To be precise, for each AOGCM pair $i$ and $j$, we assume that

$$\tilde{D}_{ij}(s) = \sigma_{ij}(s) + \epsilon_{ij}(s),$$

where $\epsilon_{ij}(s)$ is a spatial process with mean 0. Then consider a kernel estimator for $\sigma_{ij}(s)$,

$$\hat{\sigma}_{ij}(s) = \sum_{k=1}^{1.656} K(\frac{|s-s_k|}{h})\hat{D}_{ij}(s_k) \cdot \left[ \sum_{k=1}^{1.656} K(\frac{|s-s_k|}{h}) \right]^{-1}$$

which for nonnegative kernel function $K$ and bandwidth $h$. For two spatial locations $s_1$ and $s_2$, $|s_1-s_2|$ denotes the great circle distance between the two locations. Now let $\Sigma(s) = (\sigma_{ij}(s))_{i,j=2,\ldots,20}$, and denote its kernel estimate as $\hat{\Sigma}(s) = (\hat{\sigma}_{ij}(s))_{i,j=2,\ldots,20}$. For each $s$, $\hat{\Sigma}(s)$ is nonnegative definite; for $\tilde{D}(s) = (\tilde{D_2}(s),\ldots,\tilde{D_9}(s))^T$ and for any nonzero $x = (x_1,\ldots,x_9)^T \in \mathbb{R}^9$.

$$x^T \hat{\Sigma}(s)x = \sum_{k=1}^{1.656} K(\frac{|s-s_k|}{h})\left(x^T \hat{D}(s_k)^2 \cdot \left[ \sum_{k=1}^{1.656} K(\frac{|s-s_k|}{h}) \right]^{-1}\right) \geq 0.$$
Figure 3. Comparison of the difference between the observation and $i$th model output ($\bar{D}_i$ for model $i$) and the estimated fixed part and random part in (1) (DJF).

But $\hat{\Sigma}(s)$ may not be positive definite. Because we have a fixed number of $\bar{D}_i$’s, and thus the dimension of $\Sigma(\cdot)$ is fixed, we should assess the consistency of the kernel estimate $\hat{\Sigma}(\cdot)$. One technical issue is that the error $\epsilon_{ij}$ in (5) is spatially correlated. Altman (1990) discussed the consistency of kernel smoothers with correlated errors in the one-dimensional case. Because we expect the spatial correlation of $\epsilon_{ij}$ to die out after a certain spatial distance lag, we may expect similar consistency result on $\hat{\Sigma}$ as the bandwidth goes to 0.

In our analysis, we use a Gaussian kernel for $K$ with bandwidth $h = 800$ km. The choice of the bandwidth here is based on typical spatial variations in a climatologic mean temperature field. For every $s$ and for all data cases, we found $\hat{\Sigma}(s)$ to be positive definite.

We are interested in the correlation matrix $R(s) = (r_{ij}(s))_{i,j=2,...,20}$, with $r_{ij}(s) = \delta_{ij}(s)/\sqrt{\delta_{ii}(s)\delta_{jj}(s)}$. The matrix $R(\cdot)$ is useful for answering several questions. First, we can quantify the correlation between biases of pairs of models at a fixed spatial location. Second, using 1 minus the correlation values as a distance measure, we can classify models into subgroups with highly correlated biases. Third, we can identify spatial subregions in which certain pairs of models have higher correlated biases.

As an example, Figure 5 displays $r_{5j}$ over the whole spatial domain for DJF averages, the correlation between model 5 bias and the other model biases. They show that models 5 and 6 have particularly highly correlated biases over the whole domain. The models 5 and 6 are both developed by the NOAA GFDL group and use different numerical schemes but the same physical core. This result confirms the hypothesis that models developed by the same group have highly correlated biases and thus cannot be assumed to be independent. Similarly, other model pairs developed by the same organization (e.g., models 8 and 9, or models 19 and 20) have noticeably higher correlated biases than other pairs of models, independent of the season (not shown). Those types of figures also can indicate the regions in which a pair of models has highly correlated biases.

Figure 6 gives a summary of correlation values for each pair of model biases. Each symbol denotes a correlation between biases of model $i$ and $j$ averaged over the whole spatial domain. Note first that most of the correlation values are positive and rather high. Pairs of models, some developed by same group...
Figure 4. Comparison of the difference between the observation and \( \bar{D}_i \) for model \( i \), and the estimated fixed part and random part in (1) (JJA).

of people, show very high correlation values that are consistent across seasons. Note that correlations between the model 10 bias and the other model biases are small and especially for DJF season, some of the model biases have negative correlation with model 10 bias (in crosses). This is another sign of the unusual behavior of model 10.

Monte Carlo simulation is used to determine the distribution of correlation fields when two models have independent bias fields. Based on the spatial model for biases [as in (2) and Tables 2 and 3], we simulate bias fields that are independent between models. From these simulated values, we calculate the correlation values in the same way as for the model and observation differences. We repeat this procedure 1,000 times, and calculate correlation values averaged across space for each time. These correlation values are comparable to the dots (or crosses) in Figure 6. For reference, we calculate the 99th and 1st percentiles of the correlation for all model pairs \( \frac{171 \times (19)}{2} \) total pairs. The maximum values of the 99th percentile and minimum for the 1st percentile from 1,000 simulations are the dotted lines in Figure 6. Another reference that is suitable for multiple comparison is the distribution of the maximum entry from the average correlation matrix. The 99th percentile and 1st percentile (dashed) and median (combination of dashed and dotted) of this maximum is included in Figure 6. Many of the symbols are above the dotted and even quite a number of the symbols are above the dashed lines. This supports our conclusion that the model biases are indeed correlated.

3.4 Verification of Our Methodology

We are able to test our methodology on initial condition ensemble runs that were simulated by the same models. Initial condition ensemble runs are created by running the same AOGCM but only changing the initial conditions slightly. This results in model outputs that have a different realization of the noise component (i.e., different weather) but very similar climatologic mean states. If the statistical model were accurate, then we would expect high correlation values for the ensembles from the same model and smaller correlation values from pairs of different models. Using four ensemble runs of model 2 and two ensembles each of models 5 and 6, and assuming that these eight ensemble members are from eight different models, we apply our methodology to calculate correlations among their
biases. As in Section 3.3, before calculating the correlations, we subtract the mean field using the estimated parameter values in Tables 2 and 3.

The results are consistent with our expected outcome that climate values for each ensemble run are similar and so correlations among biases of ensembles from the same model are all $> .97$. In addition, correlations among biases of ensembles from different models are similar to the values obtained from the original model runs.

4. ANALYSIS ON THE TREND

To study the climate model biases of the trend, we use seasonal averages of surface temperature data for each of the 30 years over the whole spatial domain. We first examine the relationship between the biases on the mean state and the biases on trend. One reason for developing climate models is to quantify possible climate change for the future. Thus accurate prediction of the trend is important, and comparing the simulated warming trend over the last decades with the observed trend is a way to assess the dynamic response of the model.

For practical reasons, models are still evaluated mostly on their mean state. Relatively accurate data sets are available for many variables, and the mean state requires only short equilibrium simulations, in many cases with an atmospheric model only. But evaluation on the trend requires a more expensive run of the full model from a preindustrial state (before the year 1900) up to the present day. A common assumption is that climate models that simulate the present-day mean climate state well will also be accurate in simulating the trend (Tebaldi et al. 2005). We test this hypothesis by comparing simple statistics from the biases. Then we apply the method of calculating correlations between model biases on the trend, as we did earlier for the biases on the mean state.

4.1 Estimated Spatial Trends in Temperature

To define the biases on the trend, we determine the slope of the temperature trend at each grid point for both observations and model data. At each grid point, we regress the seasonal averages on time, that is,

$$Z(s, t) = \gamma_0(s) + \gamma_1(s)(t - 15.5),$$

where $Z(s, t)$ is the seasonal average of observations or climate model output at year $t$ for the location $s$ ($t = 1, \ldots, 30$). Instead

Figure 5. The correlation $r_{5j}$ for $j = 2, \ldots, 20$ for DJF averages. The value of $j$ is shown at the bottom right corner of each picture. The grid points with $r_{5j} > .6$ are in gray, and the rest are in white. The average value of $r_{5j}$ over the spatial domain is given in the lower Indian ocean area.
Figure 6. Average of $r_{ij}$’s over the whole spatial domain displayed for each pair of models as points (dots or crosses) for both seasons. When either $i$ or $j$ is 10, crosses are used; otherwise, dots are used. The distribution of the points for each season is given in boxplots. Refer to Section 3.3 for how the values for lines are obtained. Pairs $(i, j)$ are displayed if $r_{ij} > .55$ for at least one season.

Figure 7 shows the slope values $y_1(\cdot)$ for observations and some model outputs. The surface of slopes for observations are rougher than those for the model output. For both observation and model outputs, many grid cells do not have significant slopes. Also, some grid cells have negative slopes, indicating a temperature decrease over the 30-year period.

We define the bias of the trend as the difference between the slope in the observations and the slope in the model data. An alternative would be to use the ratio of the two slopes, but for many grid cells, the very small slopes would make this ratio unstable.

Now we compare the biases from the trend and the biases from the mean state. Figure 8 shows scatterplots of several combinations of the four values: DJF RMS mean, JJA RMS mean, DJF RMS trend, and JJA RMS trend. DJF RMS mean is calculated as the RMS of the bias in the mean state for DJF averages (as in Fig. 1), separately for each model, and JJA RMS mean is the same as DJF RMS mean but for Boreal summer. DJF RMS trend is the RMS of the trend biases (observation slope − model slope) for DJF. The DJF RMS mean and JJA RMS mean are highly correlated (correlation value $= 0.73$); that is, models that agree well with observations for one season tend to also agree well with those for the other season. Model 10 has very large RMS mean values for both seasons. On the other hand, DJF and JJA RMS mean are only weakly correlated with trend RMS for the corresponding seasons. Although model 10 has exceptionally large DJF and JJA RMS means, it does not have the largest trend RMS. The results call into question to some degree the common assumption that a model, that does well in simulating the climate mean state can be trusted to project changes into the future (the latter being temperature increase over time, i.e., a trend). This assumption is either explicit (e.g., Tebaldi et al. 2005) or implicit (e.g., IPCC 2001) in many studies.

4.2 Correlation of the Trend Biases

To quantify the correlation between the model biases on the linear warming trend, we apply the same analysis described in Section 3.3 to the biases of the trend. Our goal is to test the relationship between pairs of models with highly correlated biases on the mean state and on the trend. Figure 9 shows the correlations among the biases of trend for both seasons. The pairs of models with high correlations are not the same as the pairs of models from the analysis on the mean state (Fig. 6). But what is more surprising is that for almost all model pairs, the correlation level is consistently high [Fig. 9(a)]. Several factors could cause such a result. The observations are obviously only one possible realization and contain internal variability. Whereas the noise contribution is small in a 30-year climatologic mean, linear trends at a single grid point can be influenced substantially by noise, that is, the internal unforced variability in the climate system. Part of that result also could be caused by some local biases in the observations, particularly in regions with poor data coverage. Those obviously would not be picked up by any climate model, so all models would differ from the observations in a similar way. Another possible explanation is that many models do not include all of the radiative forcing components. For example, the cooling effect of volcanic eruptions is not included in some models, causing them to overestimate temperature in most regions shortly after a volcanic eruption.

We are particularly concerned about the rough surface of slopes from the observation. To quantify the effect of this on the correlation values, we recreated Figure 9(a) but smoothed the observation and model slopes with a Gaussian kernel and bandwidth of 1,600 km before the correlation analysis, to remove some of the high-frequency signals. The results are not sensitive to the particular choice of kernels or to the bandwidth. With the smoothed data, there are more grid points with significant positive slopes. Furthermore, Figure 9(b) shows that the average correlation level has decreased significantly, whereas the maximum correlation has remained at a similar level. The pairs of models with highly correlated biases have not changed much for the original data and the smoothed data. An interesting point here is that a comparison of Figures 6 and 9 reveals no obvious correspondence in the correlation across models for the biases of the mean state and the biases of the trend. Recall that in Figure 8, DJF RMS for trend and JJA RMS for trend have negative correlation (top right). However, in Figure 9, the correlations from both seasons seem to have high correlation; pairs of models with high correlated biases on trend for DJF averages tend to have high correlated biases on trend for JJA averages as well.
5. CONCLUSIONS AND DISCUSSION

We have presented the results of quantification of AOGCM model biases and their dependence across different models. Based on our analysis, many AOGCM models (especially those developed by the same parent organizations) have highly correlated biases, and thus the effective number of “independent” AOGCM models is much lower than the actual number of models. This lets us form subgroups of models that share “common” features and to find a better strategy for combining the information from different model outputs rather than taking a naive average. We also have demonstrated that the performance of AOGCM models on the mean temperature state has little relationship with its performance in reproducing the observed spatial temperature trend. This conflicts with a standard assumption used to interpret different AOGCM projections of future climate. Our results suggest the need for better model validation procedures that are multivariate.

The reason why we fit the $a_i(s)$’s separately instead of modeling them jointly is because in building a joint multivariate model for $\mathbf{a}(s) = (a_2(s), \ldots, a_{20}(s))$, we need to specify the cross-covariance structure between $a_i(s)$ and $a_j(s)$, $i \neq j$. This is a challenging problem, and we are not aware of flexible cross-covariance models that would be suitable for modeling the $a(s)$’s. We contend that using a limited and inflexible cross-covariance model for modeling the $a_i(s)$’s jointly would lead to less satisfactory estimates for the $r_{ij}$’s compared with our results.
Eventually we are interested in building joint statistical models to combine all of the climate models with observations. Our results demonstrate that the statistical approaches of Tebaldi et al. (2005), Furrer et al. (2007), and Smith et al. (2007) may need to be extended due to the biasedness of the climate models and, more importantly, the dependence among biases from different AOGCMs. Achieving this requires flexible cross-covariance models that are valid on a sphere. Another challenge in this task is the spatial analysis of large data sets. Dealing with a large number of global processes and modeling them jointly.

Figure 8. Comparison of biases the mean state and the trend for each season. The biases are summarized over the whole spatial region as rms errors. Each number denotes the model number; the number in gray is the correlation between the two rms errors.

Figure 9. Similar figures as in Figure 6 for the biases of the trend from the original data (a) and from the smoothed data (b), with Gaussian kernel, bandwidth 1,600 km. Pair numbers displayed are pairs of model biases with correlation > .7 (a) or .71 (b) for at least one season.
requires significant computing resources and efficient computational methods.

Our correlation estimates are based on the maximum likelihood estimates given in Tables 2 and 3, and the necessary uncertainty about these estimates has not been discussed in the article. To study the uncertainty of the estimates, it would be natural to consider a Bayesian hierarchical model framework.
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