Comparison of attosecond streaking and RABBITT
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Abstract: Recent progress in the generation of ultra-short laser pulses has enabled the measurement of photoionization time delays with attosecond precision. For single photoemission time delays the most common techniques are based on attosecond streaking and the reconstruction of attosecond beating by interference of two-photon transitions (RABBITT). These are pump-probe techniques employing an extreme-ultraviolet (XUV) single attosecond pump pulse for streaking or an attosecond pump pulse train for RABBITT, and a phase-locked infrared (IR) probe pulse. These techniques can only extract relative timing information between electrons originating from different initial states within the same atom or different atoms. Here we address the question whether the two techniques give identical timing information. We present a complete study, supported by both experiments and simulations, comparing these two techniques for the measurement of the photoemission time delay difference between valence electrons emitted from the Ne 2p and Ar 3p ground states. We highlight not only the differences and similarities between the two techniques, but also critically investigate the reliability of the methods used to extract the timing information.
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References and links
1. Introduction

The possibility to investigate attosecond ionization time delays in atoms was demonstrated almost one decade ago with the first experiments in the strong field regime [1,2], where an atom was ionized with a photon energy much lower than the ionization potential. Single-
photon photoemission delays were measured shortly afterwards for the first time [3,4] using photon energies well above the target ionization potential. More recently such photoemission delays were also measured in more complex targets such as molecules [7] and condensed matter [6,8].

Currently, the most common techniques to investigate the single-photon photoemission time delay are based on either the attosecond energy streaking [9,10] or the reconstruction of attosecond beating by interference of two-photon transitions (RABBITT) [11,12]. Both techniques employ a pump-probe scheme, where an extreme-ultraviolet (XUV) pump pulse initiates electron dynamics and an infrared (IR) probe pulse interrogates the temporal evolution as the delay between pump and probe is varied. While the RABBITT technique uses an attosecond pulse train (APT) in combination with a less intense and typically longer IR pulse, attosecond streaking method uses a single attosecond pulse (SAP) as a pump and a more intense, few-cycle IR pulse as a probe.

In contrast to the strong-field ionization using the attoclock technique [1], we cannot self-calibrate the absolute time zero when the XUV pulse initiates the single photoemission dynamics. We therefore need to make a reference measurement and at the end we only have access to relative timing information of the photoionization process. For example, photoemission time delays between photoelectrons emitted from the 2p and 2s bound states of neon [3] or from the 3p and 3s bound states of argon [4] have been measured with both techniques. Recently, it has been demonstrated that relative timing information between electrons liberated from different target species or even spatially separated targets can be extracted [5,13–15]. Today, the much improved understanding of the attosecond measurements of the photoemission time delays from noble gases allows us to use them as a reference for more complex targets, thus giving access to absolute time delays in single photoemission as well [6,16]. Even though theoretical studies performed in noble gases suggest that both the RABBITT and energy streaking technique should result in the same delays [17], a direct experimental comparison has not been demonstrated so far.

Here we compare and test the accuracy of the measured single-photon photoemission delays using both the RABBITT and attosecond energy streaking technique. Figure 1 shows the basic principle of the two techniques to obtain energy-dependent relative photoemission time delays between photoelectron wave packets from the Ne 2p and Ar 3p ground states extracted with RABBITT [Figs. 1(a) and 1(b)] and attosecond energy streaking [Figs. 1(c) and 1(d)]. Both RABBITT and streaking traces [Figs. 1(b) and 1(d)] are represented as a function of the XUV photon energies, which implies that we add the ionization potential (I_p) of the gas under test to the measured photoelectron energy.

The comparison between the streaking and RABBITT techniques in this paper addresses not only the experimental aspects, but also the data-processing methods used in both techniques to extract the photoemission time delay information.

In particular, this investigation is also motivated by earlier work dedicated to a critical analysis of the reliability of the frequency resolved optical gating for complete reconstruction of attosecond bursts (FROG-CRAB) method [18] to retrieve the spectral intensity and phase of the electron wave packet (EWP) measured by attosecond streaking [19,20]. Gagnon et al. [19] commented on the fact that the properties of an emitted EWP cannot be fully described by a single complex-valued time-dependent function since in reality an attosecond streaking trace is accumulated over many laser pulses, meaning that one spectrogram is an ensemble of EWPs. In addition, a single spectrogram shows an average of the spatio-temporal properties of the SAP, which are usually not uniform. They concluded that the reconstruction of a SAP is generally robust and mainly suffers when there is a significant smearing of the electron spectra due to either energy or pump-probe delay uncertainties which consequently overestimate the pulse bandwidth and shorten the retrieved pulse duration [19]. However, to extract relative group delays of few tens of attoseconds we require a correspondingly high group delay accuracy which is much more challenging than the original application of the
FROG-CRAB algorithm for single attosecond pulse characterization [20]. Therefore we need to address the reliability of the reconstruction algorithm again for time delays in the tens of attosecond regime. We present here a complete analysis, supported by both experimental data and simulations, in order to highlight advantages, drawbacks, as well as potential pitfalls in each technique with the intention to serve as a guideline for better accuracy in data interpretation.

2. Methods and Results

Our experiments are performed with a so-called AttoCOLTRIMS apparatus, which consists of a reaction microscope or Cold Target Recoil Ion Momentum Spectroscopy (COLTRIMS) allowing for full 3D-coincidence detection [21] combined with an attosecond front-end, providing SAPs and APTs with photon energies in the XUV spectral range [22]. This system can provide both APTs using typically 30-fs IR pulses and SAPs with compressed 6-fs IR pulses at a pulse repetition rate of 10 kHz. For this additional pulse compression we use spectral broadening in a Ne-filled hollow-core fiber and subsequent dispersion compensation with chirped mirrors [22]. We use the polarization gating technique [23] to confine the high harmonic generation (HHG) to one half-cycle of the IR field and thus obtain a SAP. For the SAP case, the retrieved attochirp is in the order of $0.0195 \pm 0.006 \text{ fs}^2$. The APT or SAP provides the XUV-pump pulse and is focused into the gas jet target that contains a mixture of argon and neon in equal amounts in order to simultaneously ionize both species under identical experimental conditions. The released photoelectrons, after interacting with the IR probe field, are detected in coincidence with their parent ions allowing for the recording of the photoelectron spectra as a function of the pump-probe delay for each species. For both methods, the XUV-pump and the IR-probe pulse are linearly polarized and propagate collinearly with parallel polarizations.

2.1 RABBITT

In the RABBITT experiments, the XUV-APT is phase-locked with the IR pulse. Consecutive attosecond pulses in the train are separated by half an optical cycle of the generating IR pulse.
This XUV-APT corresponds to a frequency comb of high-order harmonics (HHs) separated by $2\omega_{\text{IR}}$ ($\omega_{\text{IR}}$ is the IR angular frequency), in our case centered at 35 eV (see the inset in Fig. 1(a)). When focused onto the cold Ar/Ne gas jet, it ionizes electrons into the continuum at photoelectron energies corresponding to the difference between the HH photon energies and the Ar or Ne ionization potentials ($I_{\text{pAr}} = 15.76$ eV and $I_{\text{pNe}} = 21.56$ eV). In the presence of a moderately intense IR-pulse (intensity of about $3 \times 10^{11}$ W/cm$^2$ and a pulse duration of roughly 30 fs), two-color two-photon transitions will be induced, yielding electrons with a kinetic energy between the harmonics, at the position of the so-called sidebands (SB, Figs. 1(a) and (b)). Within the framework of second order perturbation theory, only the two nearest harmonics of order $2q \pm 1$, with $q$ an integer number, contribute to each sideband peak of order $2q$. Quantum path interference will lead to an oscillation of the SB$2q$ signal as a function of pump-probe delay that can be approximated by [11]:

$$S_{B_{2q}}(t) \approx \cos(2\omega_{\text{IR}} t - \Delta \varphi_{\text{XUV}} - \Delta \varphi_{\text{IR}})$$

(1)
where $t$ is the delay between the pump and the probe pulse, $\Delta \phi_{XUV}$ represents the additional phase term acquired due to the chirp of the APT and $\Delta \phi_{at}$ refers to the atomic scattering phase, which in terms of time delays becomes to:

$$
\tau_{at} = \hbar \frac{\partial \phi_{at}}{\partial E} = \hbar \frac{\Delta \phi_{at}}{\Delta E}
$$  \hspace{1cm} (2a)

This time delay in the RABBITT techniques consists of a sum of two terms: the Wigner time delay $\tau_W$ and the continuum-continuum time delay $\tau_{CC}$ [4]. With $\tau_W$ we measure the group delay experienced by electron wave packet under the short-range influence of a Coulomb potential with respect to a free electron with the same kinetic energy [24]. The additional term $\tau_{CC}$, on the other hand, is measurement-induced and is introduced in the additional quantum transition between two electronic states in the continuum with the IR probe pulse interaction [Fig. 1(a)] [25,26]. The total phase of each SB, $\Delta \phi_{at}^{Ar/Ne}$, results then in the sum of two measurement-induced phases, $\Delta \phi_{XUV}$ and $\Delta \phi_{CC}$ (i.e. $\Delta \phi_{CC} = 2\omega_{IR}\tau_{CC}$), and the Wigner phase $\Delta \phi_{W}$ (referring to the Wigner time delay $\tau_{W}$). When computing the difference between two SB phases of the same order $2q$ but from the two different gases under test, only the XUV phase, $\Delta \phi_{XUV}$, cancels out. This means that the measured relative time delay represents the difference between the atomic delays of argon and neon:

$$
\Delta \tau_{Ar-Nc} = \hbar \frac{\partial}{\partial E} \left( \phi_{at}^{Ar} - \phi_{at}^{Ne} \right) = \hbar \frac{\Delta \phi_{at}^{Ar} - \Delta \phi_{at}^{Ne}}{\Delta E} = \hbar \frac{\left( \Delta \phi_{W}^{Ar} + \Delta \phi_{CC}^{Ar} \right) - \left( \Delta \phi_{W}^{Ne} + \Delta \phi_{CC}^{Ne} \right)}{\Delta E}
$$  \hspace{1cm} (2b)

2.1.1 Data analysis

Figure 2 shows the principle of the photoemission time delay extraction with the RABBITT technique. By measuring the time-of-flight of the ions in coincidence with the electrons we are able to record RABBITT traces of photoelectrons released from Ne 2p and Ar 3p simultaneously [Figs. 2(a) and 2(b)]. To extract the phase for each SB we integrate the signal within an energy range of 0.7 eV around the SB maximum as shown in Figs. 2(a) and 2(b) and then subtract the DC component, obtaining the blue dashed curve in Figs. 2(c) and 2(d). Then, we Fourier transform the curves to filter the signal at frequency $2\omega_{IR}$, as shown in Figs. 2(e) and 2(f) (red dashed curve). The obtained frequency-filtered SB signals (red solid curves in Figs. 2(c) and 2(d)) are subsequently fitted with the following equation:

$$
f(t)_{SB_{2q}} = A_{2q} \cdot e^{-\frac{(t-t_0)^2}{\sigma}} \cdot \cos \left( 2\pi f t - \Delta \theta_{2q} \right)
$$  \hspace{1cm} (3)

where $A_{2q}$, $t_0$, $\sigma$ and $\Delta \theta_{2q}$ are the fitting parameters while the value of the frequency $\omega = 2\omega_{IR}$ is extracted from the Fourier analysis of the raw data [Figs. 2(e) and (f)] and kept fixed during the fitting procedure. In particular, $\Delta \theta_{2q}$ is the SB phase we are interested in.
Within the finite difference approximation one can write:

\[
\Delta \tau_{2q}^{Ar-Ne} \equiv \frac{\Delta \theta_{2q}^{Ar} - \Delta \theta_{2q}^{Ne}}{2\omega_{IR}}
\]

with which one can directly obtain the relative atomic photoionization time delay corresponding to the SB order 2q.

2.2 Attosecond energy streaking

In attosecond energy streaking photoelectrons are generated from the target atom by the interaction with an XUV-SAP in the presence of a few-cycle near-infrared laser pulse with a stabilized carrier-envelope phase and linear polarization. The intensity of the IR pulse should be sufficiently low to leave the bound electrons unaffected, but high enough to significantly accelerate or decelerate the liberated electrons: i.e. to streak the EWP in the continuum. We
then map the time-dependence of the few-cycle IR field to the final electron energy after the IR pulse. Thus starting the liberated electron trajectories in the continuum at different times within the driving IR field will result in different final momenta. A streaking spectrogram is a set of photoelectron spectra, each shifted differently by the IR pulse as a function of XUV-IR delay [Fig. 1(d)]. In our experiments we use a SAP centered around 35 eV with a bandwidth of approximately 12 eV as a pump [Fig. 1(c), inset]. The waveform-controlled, intense few-cycle IR pulse was used as the probe pulse with a peak intensity of 3x10^{12} W/cm^2 and a pulse duration of 6 fs. Again, we used a COLTRIMS detector to simultaneously measure the streaking traces of the two species, Ar and Ne, assigning each detected photoelectron to its parent ion. Thus ensuring the same experimental conditions for both target gases.

2.2.1 Data analysis: FROG CRAB reconstruction

In order to extract any photoionization time-delay information from an attosecond streaking spectrogram we need to retrieve the amplitude and phase of the streaked EWP. The FROG-CRAB retrieval algorithm is most commonly used [19,27]. Within the strong-field approximation (SFA) the photoelectron spectrum can be written such that the corresponding expression mimics the definition of a FROG spectrogram [Eq. (5a)], i.e. as the modulus square of the Fourier transform of the product of a ‘pulse’ function with a time delayed ‘gate’ function: pulse, \(P(t-t_d)\), and gate, \(G(t)\) [19,27,28]:

\[
S_{FROG}(\omega, t_d) = \left| \int_{-\infty}^{\infty} P(t-t_d)G(t) e^{i\omega t} dt \right|^2 \tag{5a}
\]

\[
S(\vec{p}, t_d) = \left| \int_{-\infty}^{\infty} E_{XUV}(t-t_d)\bar{d}_{\vec{p}(t)} e^{-i\vec{p} \cdot \vec{A}_{IR}(t')} e^{i(p^2/2+I_p)t'} dt' \right|^2 \tag{5b}
\]

\[
q(\vec{p}, t) = \int_{t_0}^{t} dt' \left[ \vec{p} \cdot \vec{A}_{IR}(t') + A_{IR}^2(t')/2 \right] \tag{5c}
\]

Equation (5b), expresses the streaking spectrogram where three main terms can be identified. The first one is the product \(E_{XUV}(t-t_d)\bar{d}_{\vec{p}(t)}\) which corresponds to the pulse \(P(t-t_d)\) in Eq. (5a). This expression describes the XUV-pulse delayed by \(t_d\) with respect to the IR field multiplied by the dipole transition matrix element describing the transition from the ground state to the continuum. As a result of the SFA, the influence of the atomic Coulomb potential on the free electron is neglected. Therefore, the final continuum state is not an accurate scattering wavefunction, but a plane wave with instantaneous momentum \(\vec{p}(t) = \vec{p} + \vec{A}_{IR}(t)\) where \(\vec{p}(t)\) is the asymptotic momentum of the photoelectron and \(\vec{A}_{IR}(t)\) is the vector potential of the IR field, \(\vec{E}_{IR}(t) = -\partial\vec{A}_{IR}(t)/\partial t\). In this paper atomic units are always used unless otherwise stated. The second term in Eq. (5b), i.e., \(e^{-i\vec{p} \cdot \vec{A}_{IR}(t')}\), represents the gate \(G(t)\) and is a pure phase term [Eq. (5c)] which modifies the trajectory of the EWP depending on its time of appearance within the optical field cycle. The final kinetic energy of the EWP \(p^2/2\) and the ionization potential \(I_p\) are given in the last term. Due to the scalar product \(\vec{p} \cdot \vec{A}_{IR}(t')\) in Eq. (5c) the photoelectrons have to be observed along a given direction to define a common modulation phase (in our case we choose a cone between -30° and 30° with respect to the laser polarization). In order for the streaking spectrogram \(S(\vec{p}, t_d)\) [Eq. (5b)] to correspond to the definition of a FROG-spectrogram (Eq. (5a)), the pulse and the gate should not be functions of the electron final momentum \(\vec{p}(t)\). This requirement can be easily
fulfilled by approximating $p$ with the value of the center momentum of the unstreaked photoelectron spectrum, $p_C$. This means that the dipole transition matrix element is considered constant within the XUV bandwidth: $d_{\tilde{\rho}(t)} = d_{p_C}$, and thus the gate becomes $e^{-ip(p_C,t)}$. This approximation is known as the central momentum approximation (CMA).

After modifying the streaking trace to fit the mathematical structure of the general FROG Eq. (5a), multiple iterative algorithms are available for the retrieval of the spectral intensity and phase for the pulse and gate simultaneously. Simultaneous retrieval of pulse and gate is also known as blind-FROG [29]. In this work we choose the algorithm named Least-Squares Generalized Projections Algorithm (LSGPA) using square matrices as an input to perform all our reconstructions [30]. Generally, the experimental traces are rectangular matrices meaning that the energy sampling resolution is usually much higher than the number of sampled pump-probe delay points. In order to create square matrices, we need to perform an interpolation. We choose the same number of bins $N_t = 2^9$ and $N_\varepsilon = 2^9$ to interpolate the time and energy axis, respectively, in order to fulfill their Fourier relationship. As a result, the time step is 28.9 as and the energy step is 0.28 eV. The latter will define the sampling resolution of the reconstructed spectral phase and consequently the sampling resolution of $\Delta \tau_{\text{Ar-Ne}}(\omega)$ . The Ar and Ne group delays are in fact the first derivative with respect to the energy of the spectral phases of the reconstructed EWP (the pulse function in Eq. (5a)), which can be expressed within the finite difference approximation as:

$$\frac{d\varphi(E)}{dE} = \frac{\varphi(E + \Delta E) - \varphi(E - \Delta E)}{2\Delta E} + O(\Delta E^2)$$  (6)

where $\Delta E$ is the derivation step. While in the RABBITT case $\Delta E$ is intrinsically limited to $2\omega_{\text{IR}}$, in attosecond streaking $\Delta E$ can be chosen arbitrarily depending on $N_\varepsilon$, limited only by the sampling grid.

We have an ambiguity of the “time-zero” in each FROG reconstruction. In order to guarantee the same “time-zero” in both Ar and Ne streaking traces, a possible option consists in “patching” the traces in a single matrix [5]. In this case the Ar trace is shifted by an arbitrarily chosen energy of 40 eV, in order to have one common energy axis and avoid spectral overlap between the two traces. After the reconstruction, the spectra and phases are disentangled at their patched energy, 40 eV, by shifting the Ar data back to its original spectral position [5]. In principle CMA can introduce a significant error because we artificially change the value of $p_C$ for the Ar trace during the patching procedure. However, it has been demonstrated that in case of a sufficiently narrow XUV-SAP bandwidth as used here [Fig. 1(c), inset], the introduced error is negligible [20].

In order to fulfill the CMA while maintaining the same time-zero for both Ar and Ne spectrograms we decided not to use the patching method, but to choose a different approach instead. We implemented a nested FROG-CRAB loop that reconstructs both the Ar and Ne streaking traces in parallel, starting from an identical initial guess for the pulse and gate. The algorithm runs for the two traces in parallel. Before starting a subsequent iteration, the new guess for the gate is set to the average of the two updated gates obtained from the individual Ar and Ne traces. In this way each iteration starts with a common gate and pulse pair for both traces and consistency between the two reconstructions is assured. To compare the “nested-loop method” with the “patching method”, we simulated Ar and Ne traces using Eq. (5b) and (5c) [28]. The temporal EWP generated during a XUV photoionization process, i.e. the pulse in the FROG-spectrogram, can be described as the inverse Fourier transform of the product $\tilde{E}_{\text{XUV}}(\omega)d(\omega)$, where the first term is the Fourier transform of the XUV pulse and the second is the dipole transition matrix element which can be approximated as a pure phase term $e^{i\varphi_{\text{d}}(\omega)}$ [20]. In all our simulations we use the $\varphi_{\text{d}}(\omega)$ of Ar and Ne published by Kheifets in [31]. The theoretical curves were calculated using the random-phase-
approximation with exchange (RPAE) method considering screened dipole interactions which include the dynamical correlations among all electrons in the outermost occupied atomic orbital of Ar and Ne, which are the 3p and 2p orbitals, respectively, in an energy-range starting from 28 eV. As simulation parameters we use a transform limited SAP with a duration of 230 as and a center energy of 33 eV. For the IR field we considered a wavelength of 786 nm with a pulse duration of 5 fs and an intensity of $3 \times 10^{12}$ W/cm$^2$. The pump-probe delay step was 0.05 fs. These parameters were selected to resemble the experimental conditions. As an example, Figs. 3(a)-3(d) show the simulated and reconstructed traces using the nested-loop method. The agreement between the input and output spectrograms is evident as well as for the extracted relative delays $\Delta \tau_{\text{Ar-Ne}}$ [Fig. 3(e)].

![Fig. 3. LSGPA nested reconstruction algorithm. a) and c) show the simulated streaking traces of Ar and Ne, respectively; b) and d) show the reconstructed traces based on the nested-loop method. e) shows the relative Ar-Ne delay, $\Delta \tau_{\text{Ar-Ne}}$, for the nested-loop (blue solid curve) and patched (red dotted curve) reconstructed methods. The input is the dashed black curve.](image)

2.3 Robustness against chirped XUV pulses

Recently, Wei and co-authors [20] critically investigated the reliability of the FROG-CRAB reconstruction when used to extract photoemission time delays. They claim that the spectrogram is only weakly sensitive to the small changes introduced by the dipole phase and if any major phase term is added, like the XUV phase of a chirped pulse, this will dominate in the reconstruction resulting in a wrongly retrieved dipole phase. Since the attosecond pulses used in a real experiment will always have a certain amount of residual chirp, the capability of streaking combined with the FROG-CRAB reconstruction method to retrieve small photoemission delays is questioned. In addition it is not clear if the RABBITT measurements are affected by the same problem. We focus in this section to a critical investigation of the
reliability of the retrieved time delays for both techniques, RABBITT and streaking, when used in combination with chirped XUV pulses.

We therefore performed new simulations adding three different values of chirp to the XUV pulse: such as 0, 0.01 and 0.02 fs\(^2\). The last value is the closest to our experimental value, i.e. 0.0195 ± 0.006 fs\(^2\). The simulation parameters for the streaking case are the same as discussed in the previous paragraph. For the RABBITT simulations, we used the same SFA equation used for streaking, i.e. Equation (5)a) and (5b) [16]. The wavelength of the IR field was tuned from 760 to 772 nm, with a pulse length of 30 fs and intensity \(I_{IR} = 1 \times 10^{11}\) W/cm\(^2\). The XUV pulse train has an envelope centered at 32.9 eV (772 nm) to 33.4 eV (760 nm), with a duration of 350 as for the individual pulses in the train. The parameters were chosen to best match the experimental conditions. The pump-probe delay step was chosen to be equal to 0.1 fs.

![Simulation experiments for a given input delay (grey solid curve): Difference in group delay between Ar and Ne retrieved by FROG-CRAB from simulated streaking traces (dashed curves) and RABBITT traces (scattered data points with different shapes corresponding to different IR wavelengths) using the same input delay but using different XUV chirp values with a GDD of 0 fs\(^2\), 0.01 fs\(^2\) and 0.02 fs\(^2\) (black, blue and red).](image)

Figure 4 shows the atomic time delay difference \(\Delta \tau_{Ar-Ne}\) as a function of the XUV photon energy extracted from simulated streaking and RABBITT traces for a given input delay (Fig. 4, grey solid line) and for different XUV chirp values (i.e. GDD of 0 fs\(^2\) in black, 0.01 fs\(^2\) in blue and 0.02 fs\(^2\) in red). The error bars for the RABBITT case represents the 95% confidence intervals form the sidebands fit. As observed by Wei and associates [20], it is evident how the resulting time delays from the streaking reconstruction exhibit a reconstruction error that increases with an increasing chirp in the XUV pulses (Fig. 4 dashed curves), whereas the RABBITT delays are clearly not affected (Fig. 4, data points with different colors overlap within the error bars). This may appear quite surprising considering that a RABBITT spectrogram can be constructed from the interference of several streaking spectrograms [17], meaning that one would expect to maintain the same dependence on the XUV-chirp. In [20], Wei et al. attribute the dependence of the streaking results on the XUV-chirp to the poor sensitivity of the streaking spectrogram to small variations of the EWP phase. Combining the explanation reported in [20] with our results, one would then come to the puzzling conclusion that a RABBITT spectrogram is more sensitive than a streaking spectrogram to small values of the atomic phase.
In order to investigate the origin of the discrepancy between RABBITT and streaking results, we decided to look more closely at the role of the CMA in the reconstruction procedure. The FROG-CRAB algorithm is, in fact, based on the CMA, whereas this approximation is not needed in the RABBITT analysis. The CMA is quite a strong approximation that might lead to an additional reconstruction error in the case of a chirped XUV pulse.

In order to verify this “CMA-error” hypothesis we simulate streaking traces for Ar and Ne using differently chirped XUV pulses. For each simulation we substitute the final electron momentum $p(t)$ [Eq. (5b) and (5c)] with the center momentum of the unstreaked photoelectron spectrum $p_c$, forcing the simulated streaking trace to be compatible with the CMA, i.e. to be a FROG spectrogram [Eq. (5a)].

![Figure 5](image)

**Fig. 5.** Simulation experiments testing the “CMA-error” hypothesis: FROG-CRAB retrieved group delay differences between Ar and Ne from simulated streaking traces with (solid) and without (dashed) the CMA for different chirp values: 0 fs$^2$ (black), 0.01 fs$^2$ (blue) and 0.02 fs$^2$ (red). The simulation input is the grey solid curve.

Figure 5 shows the comparison between $\Delta \tau_{\text{Ar-Ne}}$ reconstructed from streaking traces simulated with and without the CMA. The delays retrieved from the simulations based on the CMA do not show any dependence on the XUV chirp and are in perfect agreement with the initial theoretical input. In contrast to the conclusion of Ref [20], we find that the FROG-CRAB reconstruction outcome is very sensitive to any deviation from the CMA. For chirped XUV pulses the difference between applying or ignoring the CMA becomes more significant [Fig. 6]. For an easier comparison, Figs. 6(e) and 6(f) show the difference of the spectrograms simulated with and without the CMA for XUV-chirp values of 0 and 0.02 fs$^2$. We can divide the streaking trace into two temporal regions: (1) pump-probe overlap around the zero time delay and (2) large time delays where the photoelectron spectrum is not affected by the IR pulse. As one can observe in Fig. 6(f), by applying the CMA with chirped pulses we introduce an appreciable error also in region (2). This translates into a more pronounced difference between the unperturbed photoelectron spectrum at big delays and the streaked photoelectron spectrum at the temporal overlap, which is interpreted by the reconstruction
algorithm as a stronger effective XUV-chirp and therefore leads to the false reconstruction of the photoelectron spectral phase (see Fig. 5 dashed curves). This effect is not present in the case of transform-limited attosecond pulses (see the solid curves in Fig. 5 and the region (2) in Fig. 6(e)).

![Fig. 6. Simulated Ar streaking traces for an unchirped XUV pulse (a and c) and with an XUV chirp of 0.02 fs\(^2\) (b and d) with (c and d) and without (a and b) applying the CMA. As one can observe, a main effect of the CMA is that the streaking amplitude towards low energies becomes the same as towards high energies. This effect is displayed in e) and f) which represent the spectrogram difference a) - c) and b) - d), respectively. Two temporal regions are emphasized by the dashed black lines and numbers: region (1) is the time zero XUV-IR overlap while region (2) indicates large pump-probe delays at which there is almost no interaction between the two fields.]

### 3. Discussion

We observed that the RABBITT data analysis is very robust with regards to a possible XUV chirp. In contrast the streaking data analysis shows a severe systematic error as the XUV-chirp increases, due to the deviations from the CMA on which the FROG-CRAB algorithm is based.

On the other hand the RABBITT technique only provides a measured delay at coarsely sampled energy points separated by \(2\omega_{\text{IR}}\), whereas the streaking technique gives a retrieved \(\Delta\tau_{\text{Ar-Ne}}\) with very fine energy sampling resolution.
The coarse sampling resolution in RABBITT clearly affects its ability to correctly sample fast varying dipole phases such as we would expect in the presence of resonances. In case of streaking the reconstruction should provide enough energy resolution to overcome this limit. This can be observed in Fig. 7(b) where the input delay (black curve) results from the first derivation of the Ar dipole phase used by Carette et al. [32] shown in Fig. 7(a). The blue curve [Fig. 7(b)] corresponds to a streaking-like derivation [Eq. (6)] with a $\Delta E$ of 0.2 eV as shown with blue arrows and circles in Fig. 7(a). The streaking reconstruction is able to follow the main features of the input delay (black curve). The red curve corresponds to a RABBITT-like finite-difference derivation [Eq. (4)] with a much larger $\Delta E$ of 1.59 eV shown with red arrows and circles in Fig. 7(a), corresponding to $\lambda_{IR} = 780$ nm. In this case the RABBITT reconstruction results in a smoothed version of the exact delay. This means that RABBITT will always fail in retrieving variations of the dipole phase with energy that change fast compared to its intrinsic sampling resolution of $2\omega_{IR}$.

Recently alternative solutions to overcome this RABBITT energy sampling limitation have been demonstrated by using for example longer IR probe wavelengths to have a finer energy sampling [33], or tuning the IR probe wavelength to shift the resulting XUV spectrum in energy and move a specific HH order across a resonance [34]. Only in this condition the sidebands adjacent to this HH will present a modulation in their phase due to the interaction with the resonance. Moreover, Gruson et al [35], has demonstrated the possibility to perform in each sideband a spectrally-resolved analysis retrieving the phase modulation over about 700 meV.

Keeping this in mind we can now analyze the actual experimental traces and compare the obtained results. Figure 8 shows the comparison between the experimental $\Delta\tau_{Ar-Ne}$ obtained from the two techniques. The streaking curve (blue, solid line) is the average of 17 independent measurements (Ar and Ne simultaneously measured) affected by a chirp of about 0.02 fs$^2$. The shaded blue region represents the standard deviation of these 17 measurements (each reconstruction was performed using the LSGPA algorithm, $N_e = N_\tau = 29$ and 5000 iterations). To increase the energy coverage of the sampling points from the RABBITT measurements, we tuned the center IR wavelength to three different values: 772, 765 and 760 nm and extract the relative $\Delta\tau_{Ar-Ne}$. Each RABBITT spectrogram is measured by integrating the photoelectron spectrum for 100 s (10 kHz laser repetition rate) at each pump-probe delay,
with delay points separated by about 0.1 fs. Each RABBITT data point in Fig. 8 represents
the statistical variation over a set of independent measurements (weighted mean) taking into
account the additional uncertainty resulting from the fitting-procedure [Eq. (3)] to extract the
SBs phase term as follows:

$$\bar{x}_w = \frac{\sum_{i=1}^{N} \frac{x_i}{\sigma_i^2}}{\sum_{i=1}^{N} \frac{1}{\sigma_i^2}} \quad \text{(7)}$$

where $x_i$ represents each single measurement, $N$ is the total number of measurements,
$1/\sigma_i^2$ is the weight and $\sigma_i$ is the standard deviation resulting from each SB-fit, considering a
95% confidence interval ($\sigma_i = 1.96\text{-conf. int.}$). Moreover, the presented errorbars include two
terms, one is the weighted estimator of the variance of each measurements $x_i$ with respect to
the calculated mean value $\bar{x}$, and one is the weighted mean of $\sigma_i$ calculated as follows with
Eq. (7):

$$\delta x_{\text{tot}} = \sqrt{\delta x_w^2 + \delta \sigma_w^2} = \sqrt{\frac{\sum_{i=1}^{N} (x_i - \bar{x}_w)^2}{\sum_{i=1}^{N} \frac{1}{\sigma_i^2}} + \left(\frac{\sum_{i=1}^{N} \frac{1}{\sigma_i}}{N-1} \sum_{i=1}^{N} \frac{1}{\sigma_i^2}\right)^2} \quad \text{(8)}$$

For the sake of comparison, we also report the experimental results of the $\Delta \tau_{Ar-Ne}$ from
Guenot et al. [14] (dark green squares) measured with the RABBITT technique. These
independent measurements are in good agreement with our data.
Fig. 8. Comparison between experiments and theory: average difference in group delay between Ar and Ne as retrieved by FROG-CRAB from experimental streaking traces (blue solid curve) and by RABBITT (colored symbols) compared to the theoretical prediction (solid black curve). Additionally, the reconstructed difference in Ar-Ne group delay from the simulated streaking trace with an XUV attochirp of 0.02 fs$^2$ (dashed blue curve), and the experimental data points (dark green scattered squares) published in [14] are shown. Our averaged experimental chirp retrieved by the FROG-CRAB algorithm is 0.0195 ± 0.006 fs$^2$. The experimental delay difference shown for the streaking method is the result of the average of 17 independent measurements and the blue shaded area is the relative standard deviation. In case of the RABBITT data, the average has been weighted considering the standard deviation $\sigma_i$ of the fit function [Eq. (7)] and corresponding weighted errorbars [Eq. (8)]. The 772-nm data points are the results from an average of 6 traces (yellow circles), the 765-nm data was averaged over 7 traces (red circles) and the 760-nm data over 9 traces (light green circles).

The experimental data are also compared with the theoretical prediction used for the simulations (solid black) and the reconstructed phase from the simulated streaking traces with the chirp close to the experimental value (dashed blue) [31]. These two curves are plotted for comparison with the experimental streaking time delays that are altered by the presence of a chirped XUV pulse. The delays extracted using the FROG-CRAB algorithm at XUV-energies below about 33 eV appear to be overestimated while those at higher XUV-energies are underestimated. If we take this into account, the experimentally determined streaking and RABBITT time delays become more similar, leading to the conclusion that both techniques measure the same photoemission time delays.

On the other hand, a visible disagreement between the theory and the overall experimental results remains. Moreover, it is well known that photoionization dynamics can be strongly affected by the presence of resonances. Ar in particular presents a significant number of resonances in the range between 25 and 30 eV [32]. For example, Kotur et al. recently demonstrated the possibility to measure the phase distortion induced by the coupling between the continuum and an Ar autoionizing state located at 26.6 eV using the RABBITT technique [34]. The fact that we do not observe any evidence of such resonances in our experimental results is because our APT-XUV spectrum is not resonant with any of the resonances in the...
range 25-30 eV. It is worth pointing out that the IR pulses used in the streaking experiment are usually ten times stronger than the ones used in the RABBITT experiment. Therefore, in the case of streaking, the IR can significantly alter the lifetime of the resonances and therefore the associated time delays.

4. Conclusion

In this work we critically investigated the two main techniques, RABBITT and attosecond energy streaking, currently used to extract electron dynamics from many different systems ranging from noble gases to condensed matter, and compare their experimental results. In particular we analyzed the reliability of the data-processing methods used to extract newly measured photoemission time delays between electrons released from the Ne 2p and Ar 3p ground states. We observed that both techniques lead to very similar results if we take into account that the obtained atomic delays suffer from different experimental-analysis conditions: the RABBITT technique, in fact, appears to be more robust against the presence of chirped XUV pulses but it has an intrinsic limitation through its coarse energy-sampling resolution that is fixed at $2\omega_{IR}$. Moreover, in case of fast varying dipole phases, e.g. in the vicinity of resonances, the photoemission delay will not be sampled correctly and the smoothed finite-difference derivative obtained with RABBITT will wash out any fast varying contribution.

On the other hand, attosecond streaking requires a reconstruction process that is highly influenced by the presence of a chirp on the XUV pulse. In fact, the chirp modifies the spectrogram features in such a way that the FROG-CRAB algorithm based on the CMA cannot correctly reconstruct, resulting in a wrong retrieved spectral phase. In 2010 Chini et al. [36] proposed a different retrieval algorithm called PROOF based on the analysis of only two-photon interference transitions occurring when a continuous XUV spectrum and a dressing IR pulse are present. The PROOF limitations are the requirement of a relatively weak and long IR pulse, no simultaneous retrieval of both XUV and IR pulses, and no access to the transition matrix elements. Most recently, Keathley et al. [37] published a more promising algorithm based on a least square minimization approach without the use of Fourier transforms in the retrieval process. This means that the full mathematical structure of the SFA [Eq. (5a)] can be applied without CMA and interpolation in the energy domain to satisfy Fourier transform constraints. We therefore can expect in the future to continue to make progress in attosecond streaking measurement techniques.
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