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Abstract

The unit commitment problem aims to schedule the most cost-effective combination of generating units to meet the demand while taking into account technical and operational constraints. With the projected large-scale penetration of renewable energy sources, in particular wind and solar, which are highly variable and intermittent, uncertainty must be properly considered. In this thesis, the applicability and performance of the Adaptive Certainty-Equivalent algorithm for solving the stochastic unit commitment problem with large penetration of renewable energy is studied. This approach has been previously applied to the stochastic economic dispatch problem with promising results, but the presence of binary restrictions in the stochastic unit commitment problem pose both practical and theoretical challenges that warrant investigation. It is shown in this work that despite a lack of theoretical guarantees, the Adaptive Certainty-Equivalent algorithm can find commitment schedules in reasonable times that are better than those obtained with benchmark algorithms.
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Chapter 1

Introduction

The Unit Commitment (UC) problem aims to schedule the most cost-effective combination of generating units to meet the demand while taking into account technical and operational constraints [1]. Due to strong temporal limitations of some units, e.g., long start-up times, the schedule must be planned in advance. Usually, this is done the day before for a time horizon of 24 hours with hourly resolution. Due to its non-convexity and scale, the UC problem poses serious computational challenges, especially since the time available to solve it is limited in practice [2]. For example, the Midcontinent Independent System Operator (MISO) needs to solve a UC problem with around 1400 generating units in about 20 minutes [3]. Until recently, uncertainty came mainly from demand variations and potential fault occurrences, was relatively low, and hence deterministic UC models were acceptable. However, with the projected large-scale penetration of renewable energy sources, in particular wind and solar, which are highly variable and intermittent, uncertainty must be properly considered. If not, operating costs of the system could become excessively high and also security issues could arise [4] [5]. For this reason, algorithms that can solve UC problems with high levels of uncertainty efficiently are highly desirable.

For the past 40 years, there has been extensive research by the scientific community on the UC problem. In particular, research has focused on analyzing the practical issues and economic impacts of UC in vertically integrated utilities and in deregulated markets, and on leveraging advances in optimization algorithms. With regards to algorithms, the most explored approaches have been based on the following: dynamic programming [6], Mixed-Integer Linear Programming (MILP) [7] [8], and heuristics [9]. Approaches for dealing with uncertainty in UC have been mostly based on robust optimization [10], chance-constrained optimization [11], and stochastic optimization. Those based on the latter have typically used scenarios, or Sample-Average Approximations (SAA), combined with Benders decomposition [12] or with Lagrangian relaxation [13]. For example, in [8], the
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authors explore the benefits of stochastic optimization over a deterministic approach for solving a UC problem with large amounts of wind power. Uncertainty is represented with a scenario tree and the resulting problem is solved directly using an MILP solver. The authors in [12] also use scenarios to model wind uncertainty in UC but use Benders decomposition to exploit the structure of the resulting two-stage problem combined with heuristics to improve its performance. In [14], the authors use Lagrangian relaxation to decompose a multi-stage stochastic UC problem into single-scenario problems and exploit parallel computing resources. For more information on approaches for solving the UC problem, the interested reader is referred to [2].

Stochastic Hybrid Approximation (SHA) algorithms are a family of algorithms for solving stochastic optimization problems. They were initially proposed in [15] and are characterized by working directly with stochastic quantities at every iteration, and using these to improve deterministic models of expected-value functions. They have the key property that they can leverage accurate initial approximations of expected-value functions provided by the user, and that the improvements to these functions made during the execution of the algorithm do not change their structure. Algorithms of this type have been recently applied to stochastic Economic Dispatch (ED) problems, which are closely related to the stochastic UC problem but focus exclusively on determining generator power levels and not on-off states. In particular, in [16], the authors apply the SHA algorithm proposed in [15] to a two-stage stochastic ED problem by using a certainty-equivalent model for constructing the initial approximation of the expected second-stage cost. The resulting “Adaptive Certainty-Equivalent” (AdaCE) approach is shown to have superior performance compared to some widely-used approaches on the test cases considered. The same authors also later extend this approach to solve more complex versions of the stochastic ED problem that include expected-value constraints and multiple planning stages [17] [18], and show promising performance. The close connection between UC and ED problems suggests that perhaps the combination of SHA and certainty-equivalent models may also lead to a promising approach for solving stochastic UC problems. However, the theoretical and practical issues that could arise due to the binary variables present in the UC problem warrant further investigation in order to validate this hypothesis.

In this thesis, the applicability and performance of the AdaCE algorithm, which combines SHA with initial expected-value function approximations based on certainty-equivalent models, is studied. More specifically, the stochastic UC problem is formulated as a two-stage mixed-integer optimization problem that captures the essential properties of the problem that make it challenging to solve, namely, binary variables, causality, and uncertainty. The theoretical and practical challenges associated with the use of the AdaCE algorithm for solving this problem are explored. In particular,
possible outcomes and practical limitations on the types of approximations are investigated. Additionally, ideas inspired from the mini-batch technique used in Machine Learning are considered for improving the performance of the algorithm on this problem. Furthermore, the performance of the algorithm is compared against that of a deterministic approach and that of the widely-used SAA or scenario approach combined with Benders decomposition on test cases constructed from several power networks and renewable energy distributions. The results obtained show that despite a lack of theoretical guarantees, the AdaCE algorithm can find commitment schedules in reasonable times that are better than the ones obtained with the benchmark algorithms considered.

This thesis is organized as follows: In Chapter 2, the two-stage mixed-integer model of the stochastic UC problem used in this work is presented. In Chapter 3, a benchmark algorithm based on SAA and Benders decomposition is described. In Chapter 4, the AdaCE algorithm is introduced, and potential theoretical and practical issues and solutions are discussed. In Chapter 5, the experiments performed to compare the performance of the algorithms described in this work are presented and the results obtained are discussed. Lastly, in Chapter 6, key findings are summarized and next research directions are outlined.
Chapter 2

Stochastic Unit Commitment Problem

As already mentioned, the stochastic UC problem consists of determining the most cost-effective schedule of power generating units to meet the demand while taking into account device limits, operational constraints, and uncertainty. Typically, the scheduling period of interest is 24 hours with a resolution of one hour. In a vertically integrated utility, the schedule defines periods of time during which each generating unit will be on or off, respecting its minimum up and down times. Power production levels are typically determined shortly before delivery in a process known as ED, and are therefore not part of the unit commitment schedule. On the other hand, in a deregulated electricity market, both on-off states and power production levels are determined jointly during market clearing [19]. The schedules are chosen to maximize profit or social welfare, and special attention is paid to energy pricing and payments [20]. Traditionally, the uncertainty in a system has been small and it has come mainly from the demand and potential contingencies. However, with the projected large-scale penetration of renewable energy in power systems, in particular of wind and solar, the uncertainty is expected to be quite high, and hence a proper treatment of this is crucial for ensuring system reliability and economic efficiency in next-generation power systems.

2.1 Problem Formulation

In this thesis, the stochastic UC problem is modeled as a stochastic two-stage mixed-integer optimization problem. This model, albeit simplified, allows capturing the following key properties that make this problem computationally challenging:

- The commitment decisions are restricted to be either on or off, i.e., they are binary.
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• The commitment schedule needs to be determined ahead of operation.
• The commitment schedule needs to respect the inter-temporal constraints of the generating units.
• The operation of the system is strongly affected by the availability of renewable energy, which is highly uncertain.
• Network security constraints can impose restrictions on the utilization of the available generation resources.

Hence, it serves as an adequate model for performing an initial assessment of the applicability and performance of an algorithm for solving the stochastic UC problem.

Mathematically, the problem is given by

\[
\begin{align*}
\text{minimize} & \quad F(u) + \mathbb{E}[Q(u, w)] \\
\text{subject to} & \quad u \in \mathcal{U} \cap \{0, 1\}^{nT},
\end{align*}
\]

where \( u \) is the vector of on-off states \( u_{i,t} \) for each power generating unit \( i \in \{1, \ldots, n\} \) and time \( t \in \{1, \ldots, T\} \), \( w \) is the vector of random powers from renewable energy sources during the operation period, and \( \mathbb{E}[\cdot] \) denotes expectation with respect to \( w \). The function \( F \) is an LP-representable cost function, i.e., it can be represented as a linear program. It is given by

\[
F(u) = \sum_{i=1}^{n} \sum_{t=1}^{T} \left( c_i^u \max\{u_{i,t} - u_{i,t-1}, 0\} + c_i^d \max\{u_{i,t-1} - u_{i,t}, 0\} \right),
\]

for all \( u \in \{0, 1\}^{nT} \), where \( c_i^u \) and \( c_i^d \) are the start-up and shut-down costs for generator \( i \), respectively, and \( u_{i,0} \in \{0, 1\} \) are known constants. The constraint \( u \in \mathcal{U} \) represents the minimum up and down time restrictions of the generating units, which serve to prevent the erosion caused by frequent changes of thermal stress. They are given by

\[
\begin{align*}
&u_{i,t} - u_{i,t-1} \leq u_{i,\tau}, \quad \forall i \in \{1, \ldots, n\}, \forall (t, \tau) \in S_i^u \\
&u_{i,t-1} - u_{i,t} \leq 1 - u_{i,\tau}, \quad \forall i \in \{1, \ldots, n\}, \forall (t, \tau) \in S_i^d,
\end{align*}
\]

where

\[
\begin{align*}
S_i^u &:= \left\{ (t, \tau) \mid t \in \{1, \ldots, T\}, \tau \in \{t + 1, \ldots, \min\{t + T_i^u - 1, T\}\} \right\} \\
S_i^d &:= \left\{ (t, \tau) \mid t \in \{1, \ldots, T\}, \tau \in \{t + 1, \ldots, \min\{t + T_i^d - 1, T\}\} \right\},
\end{align*}
\]

and \( T_i^u \) and \( T_i^d \) are the minimum up and down times for unit \( i \), respectively.

The “recourse” function \( Q(u, w) \) quantifies the operation cost of the system for a given commitment schedule \( u \) of generating units and available
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powers $w$ from renewable energy sources. It is modeled as the optimal objective value of the following multi-period DC Optimal Power Flow (OPF) problem:

\[
\begin{align*}
\text{minimize} & \quad \varphi(p) + \gamma \|d - \bar{d}\|_1 \\
\text{subject to} & \quad PP + Ss - Ld - A\theta = 0 \\
& \quad \text{diag}(p^{\text{min}})u \leq p \leq \text{diag}(p^{\text{max}})u \\
& \quad \delta^{\text{min}} \leq Dp \leq \delta^{\text{max}} \\
& \quad z^{\text{min}} \leq J\theta \leq z^{\text{max}} \\
& \quad 0 \leq d \leq \bar{d} \\
& \quad 0 \leq s \leq w,
\end{align*}
\]

where $p$ are generator powers, $s$ are the utilized powers from renewable energy sources, $\bar{d}$ and $d$ are the requested and supplied load powers, respectively, and $\theta$ are bus voltage angles during the operation period. The function $\varphi$ is a separable convex quadratic function that quantifies the generation cost, and $\gamma \|d - \bar{d}\|_1$ quantities the cost of load not served ($\gamma \geq 0$). Constraint (2.2b) enforces power flow balance using a DC network model [21], constraint (2.2c) enforces generator power limits, constraint (2.2d) enforces generator ramping limits, constraint (2.2e) enforces branch flow limits due to thermal ratings, and constraints (2.2g) and (2.2f) impose limits on the utilized renewable powers and on the supplied load. Lastly, $P, S, L, A, D, J$ are sparse matrices. It can be shown that the function $Q(\cdot, w)$ is convex for all $w$ [22].

It is assumed for simplicity that the second-stage problem (2.2) is feasible for all $u \in U \cap \{0, 1\}^{nT}$ and almost all $w$. This property is commonly referred to as relatively complete recourse, and guarantees that $\mathbb{E}[Q(u, w)] < \infty$ for all $u \in U \cap \{0, 1\}^{nT}$. Typically, allowing emergency load curtailment, as in problem (2.2), or other sources of flexibility such as demand response, are enough to ensure this property in practical problems.

2.2 Model of Uncertainty

The vector of available powers from renewable energy sources for each time $t \in \{1, \ldots, T\}$ is modeled by

\[w_t := \Pi_c(\bar{w}_t + \delta_t),\]

where $\bar{w}_t$ is a vector of non-negative “base” powers and $\delta_t \sim \mathcal{N}(0, \Sigma_t)$. $\Pi_c$ is the projection operator given by

\[\Pi_c(z) := \arg \min \{ \|z - w\|_2 \mid 0 \leq w \leq w^{\text{max}} \}, \forall z,\]
where $w^{\text{max}}$ is the vector of power capacities of the renewable energy sources. The random vector $w$ in (2.1) is therefore composed of $(w_1, \ldots, w_T)$. The covariance matrix $\Sigma_t$ is assumed to be given by $\Sigma_t := (t/T)\bar{\Sigma}_t$, where $\bar{\Sigma}_t$ is a positive semidefinite matrix whose diagonal is equal to the element-wise square of $\bar{w}_t$, and off-diagonals are such that the correlation coefficient between powers of sources at most $N$ branches away equals some pre-defined $\rho$ and zero otherwise. With this model, the forecast uncertainty increases with time and with base power levels.
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Sample-Average Approximation

Since evaluating the function \( E [Q(\cdot, w)] \) in (2.1) accurately is computationally expensive, algorithms for solving problems of the form of (2.1) resort to approximations. A widely used approximation consists of the sample average \( m^{-1} \sum_{i=1}^{m} Q(\cdot, w_i) \), where \( m \in \mathbb{Z}^{++} \) and \( w_i \) are realizations of the random vector \( w \), which are often called scenarios. Hence, this approach is typically referred to as \textit{sample-average approximation} or \textit{scenario approach} [23]. The resulting approximate problem is given by

\[
\begin{align*}
\text{minimize} & \quad F(u) + \frac{1}{m} \sum_{i=1}^{m} Q(u, w_i) \\
\text{subject to} & \quad u \in U \cap \{0, 1\}^{nT},
\end{align*}
\]

which is a deterministic optimization problem. It can be shown that by making \( m \) sufficiently large, the solutions of problem (3.1) approach those of problem (2.1) [23]. However, as \( m \) increases, problem (3.1) becomes very difficult to solve due to its size. For this reason it becomes necessary to exploit the particular structure of this problem.

3.1 Benders Decomposition

A widely used strategy for dealing with the complexity of problem (3.1) is to use decomposition combined with a cutting-plane method [22]. This approach, which is known as \textit{Benders decomposition}, replaces the sample-average function \( m^{-1} \sum_{i=1}^{m} Q(\cdot, w_i) \) with a gradually-improving piece-wise linear approximation. The “pieces” of this piece-wise linear approximation are constructed from values and subgradients of the sample-average function, and these can be computed efficiently using parallel computing resources [22].
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More specifically, the algorithm performs the following steps at each iteration \( k \in \mathbb{Z}_+ \):

\[
u_k = \arg \min \left\{ F(u) + Q^k(u) \mid u \in \mathcal{U} \cap \{0, 1\}^{nT} \right\}
\]

(3.2a)

\[
Q^{k+1}(u) = \begin{cases} 
    a_k + b_k^T(u - u_k) & \text{if } k = 0, \\
    \max \{ Q^k(u), a_k + b_k^T(u - u_k) \} & \text{else},
\end{cases}
\]

(3.2b)

where

\[
a_k := \frac{1}{m} \sum_{i=1}^m Q(u_k, w_i), \quad b_k \in \frac{1}{m} \sum_{i=1}^m \delta Q(u_k, w_i), \quad Q^0 := 0.
\]

From (2.2), it can be shown that \( b_k \) can be chosen as

\[
b_k = -\frac{1}{m} \sum_{i=1}^m \left( \text{diag}(p^{\text{max}}^k) - \text{diag}(p^{\text{min}}^k) \mu_i^k \right),
\]

where \( \mu_i^k \) and \( \pi_i^k \) are the Lagrange multipliers associated with the right and left inequality of constraint (2.2c), respectively, for \((u, w) = (u_k, w_i)\).

From the properties of subgradients, it can be shown that

\[
Q^k(u) \leq \frac{1}{m} \sum_{i=1}^m Q(u, w_i)
\]

for all \( u \in \mathcal{U} \cap \{0, 1\}^{nT} \). Hence, \( F(u_k) + Q^k(u_k) \) gives a lower bound of the optimal objective value of problem (3.1). Moreover, since \( u_k \) is a feasible point, \( F(u_k) + m^{-1} \sum_{i=1}^m Q(u_k, w_i) \) gives an upper bound. The gap between these lower and upper bounds in theory goes to zero as \( k \) increases, and hence it can be used as a stopping criteria for the algorithm [22]. Note that the gap approaching zero suggests that \( u_k \) is close to being a solution of (3.1), but not necessarily of (2.1).

In practice, in order to avoid dealing with the non-differentiability of the functions \( F \) and \( Q^k \), step (3.2a) is carried out by solving instead the following equivalent optimization problem, which uses an epigraph representation of the functions:

\[
\text{minimize} \quad \sum_{i=1}^n \sum_{t=1}^T \left( c^u_i y_{i,t} + c^d_i z_{i,t} \right) + x
\]

subject to

\[
a_j + b_j^T(u - u_j) \leq x, \quad j = 0, \ldots, k - 1
\]

\[
u_{i,t} - u_{i,t-1} \leq y_{i,t}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T
\]

\[
u_{i,t} - u_{i,t-1} \leq z_{i,t}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T
\]

\[
0 \leq y_{i,t}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T
\]

\[
0 \leq z_{i,t}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T
\]

\[
u \in \mathcal{U} \cap \{0, 1\}^{nT}.
\]
Chapter 4

Stochastic Hybrid Approximation

Motivated by problems arising in transportation, the authors in [15] proposed a stochastic hybrid approximation algorithm to solve two-stage stochastic optimization problems. For problems of the form of

\[
\begin{align*}
\text{minimize} & \quad F(u) + \mathbb{E}[Q(u, w)] \\
\text{subject to} & \quad u \in \mathcal{U},
\end{align*}
\]

(4.1)

where \( F + Q(\cdot, w) \) are convex functions and \( \mathcal{U} \) is a convex compact set, the procedure consists of producing iterates

\[
u_k := \arg \min_{u} \left\{ F(u) + Q^k(u) \middle| u \in \mathcal{U} \right\}
\]

(4.2)

for each \( k \in \mathbb{Z}^+ \), where \( Q^k \) are deterministic approximations of \( \mathbb{E}[Q(\cdot, w)] \) such that \( F + Q^k \) are strongly convex and differentiable. The initial approximation \( Q^0 \) is given by the user. Then, at every iteration, the approximation is updated with a linear correction term based on the difference between a noisy subgradient of \( \mathbb{E}[Q(\cdot, w)] \) and the gradient of the approximation at the current iterate. That is, for each \( k \in \mathbb{Z}^+ \),

\[
Q^{k+1}(u) = Q^k(u) + \alpha_k (\xi_k - \nabla Q^k(u_k))^T u,
\]

(4.3)

for all \( u \in \mathcal{U} \), where \( \xi_k \in \delta Q(u_k, w_k) \), \( w_k \) are independent and identically distributed (i.i.d) samples of the random vector \( w \), and \( \alpha_k \) are step lengths that satisfy conditions that are common in stochastic approximation algorithms [24]. As discussed in [15], the strengths of this algorithm are its ability to exploit a potentially accurate initial approximation \( Q^0 \), and the fact the structure of the approximation is not changed by the linear correction terms.
4.1 Adaptive Certainty-Equivalent

In [16], [17], and [18], the authors apply the SHA algorithm outlined above and extensions of it to different versions of the stochastic ED problem. Inspired by the fact that in power systems operations and planning, certainty-equivalent models are common, the authors consider using these models for constructing initial approximations of the expected-cost functions. For example, for problem (4.1), the certainty-equivalent model is given by

\[
\min_u \quad F(u) + Q(u, \mathbb{E}[w])
\]

subject to \( u \in \mathcal{U} \),

and hence the initial function approximation based on this model is given by \( Q^0 := Q(\cdot, \mathbb{E}[w]) \). Using this type of initial approximations, the aforementioned authors obtain promising performance of the resulting AdaCE algorithms on several instances and types of stochastic ED problems compared to some widely-used benchmark algorithms.

For the stochastic UC problem (2.1), the function \( Q \) is defined as the optimal objective value of problem (2.2), and hence it can be shown that the initial function approximation \( Q^0 = Q(\cdot, \mathbb{E}[w]) \) for the AdaCE approach is a piece-wise quadratic function [25].

4.2 Applicability to Stochastic Unit Commitment

The authors in [15] show that the SHA algorithm is guaranteed to solve problems of the form of (4.1). However, for the stochastic UC problem (2.1), theoretical and practical issues arise due to the binary restrictions \( u \in \{0, 1\}^{nT} \).

The first issue has to do with the use of slope corrections (4.3). These local corrections aim to make the slope of the approximations \( Q^k \) closer to that of \( \mathbb{E}[Q(\cdot, w)] \) at the current iterate. This allows the algorithm to improve its knowledge about neighboring feasible points around the iterates \( u_k \). This knowledge gradually becomes more accurate since the distance between consecutive iterates decreases and hence the slope corrections accumulate. However, when binary restrictions exist such as in the stochastic UC problem, neighboring feasible points of the iterates are not necessarily close enough for local slope information to be helpful to assess their goodness. Moreover, the distance between consecutive iterates is no longer guaranteed to decrease, and hence slope corrections are no longer guaranteed to accumulate.

Figure 4.1 illustrates qualitatively the possible outcomes of the SHA algorithm on a simple one-dimensional problem with convex objective function \( f \) and binary restrictions. The exact objective function is shown in blue while the (convex) approximations constructed by the algorithm are shown.
in green. The two feasible points are represented with vertical dashed lines. Three possible outcomes are shown: the algorithm gets stuck in a sub-optimal point (left column), the algorithm cycles between two points (one of which is sub-optimal) (middle column), and the algorithm finds an optimal point (right column). The progression of the algorithm for each of these outcomes is shown after (roughly) \(k_1\), \(k_2\), and \(k_3\) iterations, where \(k_1 < k_2 < k_3\). In the left column of Figure 4.1, after \(k_1\) iterations, the slopes of the approximation and exact function are equal at the current point \(u_k\) and this point is optimal with respect to the approximation, but due to curvature discrepancies, it is sub-optimal with respect to the exact function. Hence, the algorithm remains stuck in this sub-optimal point in later iterations \(k_2\) and \(k_3\). In the middle column of Figure 4.1, after \(k_1\) iterations, the slopes match at the current point \(u_k\) and this point is sub-optimal for both functions. Hence, \(u_k\) moves to the other point and after \(k_2\) iterations the slopes match again at this other point. However, due to curvature discrepancies, the new point becomes sub-optimal with respect to the approximation and hence after \(k_3\) iterations \(u_k\) is back at the previous point, resulting in a cycling behavior. Lastly, in the right column of Figure 4.1, after \(k_1\) iterations, the slopes of the approximation and exact function match at the current point \(u_k\) and this point is sub-optimal for both functions. Hence, \(u_k\) moves to the other point and after \(k_2\) iterations the slopes match again at this other point. This new point is now optimal for both functions and \(u_k\) remains there after \(k_3\) iterations. These examples illustrate that even for the simplest of problems with binary restrictions, the SHA algorithm can get stuck, cycle, or find an optimal point. Unlike in the continuous case analyzed in [15], the resulting outcome when binary restrictions are present depends heavily on the quality of the initial function approximation.

The second issue has to do with the strong convexity requirement for the initial function approximation \(F + Q^0\). This property is required to ensure convergence in the continuous case [15], but it makes step (4.2) computationally heavy in the case with binary restrictions. In particular, it makes step (4.2) consist of solving a Mixed-Integer Quadratic Programming (MIQP) problem at best. This is clearly too computationally demanding for a task that needs to be executed in every iteration of the SHA algorithm. For this reason, and since theoretical guarantees are already lost due to the binary restrictions regardless of the properties of \(F + Q^0\), this initial function approximation should be limited to be a piece-wise linear function. This practical restriction also results in the initial approximation also being in general not necessarily differentiable, and hence requires using in general subgradients instead of gradients in the update (4.3).

For the specific case of the stochastic UC problem (2.1), the initial function approximation for the AdaCE approach is \(Q^0 = Q(\cdot, E[w])\), which is a convex piece-wise quadratic function in general. In order to make it piece-wise linear, the approach proposed here is to approximate the sepa-
Figure 4.1: SHA possible outcomes with binary restrictions
rable convex quadratic generation cost function $\varphi$ with a separable convex piece-wise linear function $\bar{\varphi}$. More specifically, the proposed function $\bar{\varphi}$ is given by

$$\bar{\varphi}(p) := \sum_{i=1}^{n} \sum_{t=1}^{T} \max_{1 \leq j \leq r} (\zeta_{i,j} + \beta_{i,j}p_{i,t}), \forall p,$$

where $r \in \mathbb{Z}^{++}$, $\zeta_{i,j}$ and $\beta_{i,j}$ are constant scalars, and $p_{i,t}$ denotes the output power of generator $i$ during time $t$. Hence, the proposed alternative initial function approximation for the AdaCE algorithm is $Q^0 = \bar{Q}(\cdot, E[w])$, where $\bar{Q}(u,w)$ is the optimal objective value of the optimization problem obtained by replacing $\varphi$ with $\bar{\varphi}$ in problem (2.2).

### 4.3 Noise Reduction

As discussed above, a piece-wise linear function $Q^0$ based on the certainty-equivalent model is proposed for applying the AdaCE algorithm to the stochastic UC problem. With this, the resulting step (4.2) of the SHA algorithm consists of solving an MILP problem. Although less computationally demanding than solving MIQP or Mixed-Integer Non-Linear Programming (MINLP) problems, this still constitutes a severe computational bottleneck for the approach since this has to be done in every iteration. Furthermore, since only a single noisy subgradient $\xi_k \in \partial Q(u_k, w_k)$ is observed at each iteration, many iterations are required in order to average out the noise and get some accurate information about the slope of $E[Q(\cdot, w)]$. Hence, to alleviate this, we propose in this thesis applying the mini-batch technique from Machine Learning [26], and replace (4.3) with the following update for each $k \in \mathbb{Z}^{++}$:

$$Q^{k+1}(u) = Q^k(u) + \alpha_k \left( \frac{1}{m} \sum_{i=1}^{m} \xi_{k,i} - \nabla Q^k(u_k) \right)^T u, \quad (4.5)$$

for all $u \in U$, where $m \in \mathbb{Z}^{++}$, $\xi_{k,i} \in \delta Q(u_k, w_{k,i})$, and $w_{k,i}$ are i.i.d samples of the random vector $w$ drawn at iteration $k$. As shown below, this averaging reduces the noise in the noisy subgradient of $E[Q(\cdot, w)]$ used in iteration $k$. In addition, it can be done efficiently since $\xi_{k,i}$, $i \in \{1, \ldots, m\}$, can be computed in parallel.

**Lemma 1.** The covariance $\Sigma_m$ of the noisy subgradient $m^{-1} \sum_{i=1}^{m} \xi_{k,i}$ used in (4.5) satisfies $\Sigma_m = \Sigma/m$, where $\Sigma$ is the covariance of the noisy subgradient $\xi_k$ used in (4.3).

**Proof.** Letting $\mu := E[\xi_k] = E[\xi_{k,i}]$ and using the definition of covariance,
it follows that
\[
\Sigma_m = \mathbb{E} \left[ \left( \frac{1}{m} \sum_{i=1}^{m} \xi_{k,i} - \frac{1}{m} \sum_{i=1}^{m} \mu \right) \left( \frac{1}{m} \sum_{j=1}^{m} \xi_{k,j} - \frac{1}{m} \sum_{j=1}^{m} \mu \right)^T \right]
\]
\[
= \mathbb{E} \left[ \frac{1}{m} \sum_{i=1}^{m} (\xi_{k,i} - \mu) \frac{1}{m} \sum_{j=1}^{m} (\xi_{k,j} - \mu)^T \right]
\]
\[
= \mathbb{E} \left[ \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\xi_{k,i} - \mu) (\xi_{k,j} - \mu)^T \right]
\]
\[
= \frac{1}{m^2} \mathbb{E} \left[ \sum_{i=1}^{m} (\xi_{k,i} - \mu) (\xi_{k,i} - \mu)^T \right] + \frac{1}{m^2} \sum_{i=1}^{m} \sum_{j \neq i}^{m} \mathbb{E} \left[ (\xi_{k,i} - \mu) (\xi_{k,j} - \mu)^T \right].
\]

Since \(\xi_{k,i}\) are i.i.d., it holds that
\[
\frac{1}{m^2} \sum_{i=1}^{m} \sum_{j \neq i}^{m} \mathbb{E} \left[ (\xi_{k,i} - \mu) (\xi_{k,j} - \mu)^T \right] = 0.
\]

Therefore, it follows that
\[
\Sigma_m = \frac{1}{m^2} \sum_{i=1}^{m} \mathbb{E} \left[ (\xi_{k,i} - \mu) (\xi_{k,i} - \mu)^T \right] = \frac{1}{m^2} \sum_{i=1}^{m} \Sigma = \Sigma/m.
\]
Chapter 5

Numerical Experiments

This chapter describes the numerical experiments carried out in this work to assess and compare the performance of the AdaCE algorithm and the algorithm based on sample-average approximation and Benders decomposition. The experimental results provide important information about the computational requirements of the algorithms, their efficiency, and the properties of the solutions obtained. Furthermore, they also provide information about the impact of the noise reduction technique described in Section 4.3 for the AdaCE algorithm on a network of realistic size. The test cases used for the experiments consist of several instances of the stochastic UC problem described in Chapter 2 constructed from three power networks and five different load profiles and wind distributions. Details regarding the implementation of the algorithms as well as a validation of the algorithm based on Benders decomposition are also included in this chapter.

5.1 Implementation

The two algorithms were implemented in the Python programming language using different packages and frameworks. The modeling of the power networks was done with the Python wrapper of the library PFNET \(^1\). The optimization problems were modeled via CVXPY [27]. For solving the MILP problems, the solver GUROBI 6.5.1 was used [28]. For solving the quadratic optimization problems, the second-order cone solver ECOS was used [29]. The spatial covariance matrix of the powers of renewable energy sources was constructed using routines available in PFNET.

\(^1\)http://pfnet-python.readthedocs.io
5.2 Test Cases

Three different power networks were used to construct the test cases for the experiments. More specifically, the power networks used were a simple approximation of the American power system (IEEE 14\textsuperscript{2}), a mid-scale network (IEEE 300\textsuperscript{2}), and a accurate representation of the European high voltage network (PEGASE 1354\textsuperscript{30}). A 24-hour time horizon with hourly resolution was considered, and all generators were assumed to be off before the start of the operation period. Table 5.1 shows important information of the cases, including name, number of buses in the network, number of branches, number of conventional generation units (“gens”), time horizon, number of binary variables in problem (2.1), and number of renewables energy sources (“res”).

<table>
<thead>
<tr>
<th>name</th>
<th>buses</th>
<th>branches</th>
<th>gens</th>
<th>horizon</th>
<th>binary</th>
<th>res</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>14</td>
<td>20</td>
<td>5</td>
<td>24</td>
<td>235</td>
<td>5</td>
</tr>
<tr>
<td>Case B</td>
<td>300</td>
<td>411</td>
<td>69</td>
<td>24</td>
<td>3243</td>
<td>69</td>
</tr>
<tr>
<td>Case C</td>
<td>1354</td>
<td>1991</td>
<td>260</td>
<td>24</td>
<td>12220</td>
<td>260</td>
</tr>
</tbody>
</table>

Due to the absence of inter-temporal limits and costs of generators, data from five different generation technologies was obtained from the IEEE RTS\textsuperscript{96} test case\textsuperscript{31}. Table 5.2 shows this data, including technology name, generation cost function ($\varphi(p)$ in $\$), minimum and maximum powers ($p^{\text{min}}$ and $p^{\text{max}}$ in MW), maximum ramping rates ($\delta^{\text{min}}$ and $\delta^{\text{max}}$ in MW/hour), minimum up and down times ($T^u$ and $T^d$ in hours), and start-up costs ($c^u$ in $\$). Shut-down costs ($c^d$) were assumed to be zero for every technology. The ramping rates used here are consistent with those described in\textsuperscript{32}. Additionally, the load shedding cost $\gamma$ was set to 10 times the highest marginal cost of generation. This ensured that load shedding was regarded by the algorithms as an emergency resource.

<table>
<thead>
<tr>
<th>name</th>
<th>$\varphi(p)$</th>
<th>$p^{\text{min}}$</th>
<th>$p^{\text{max}}$</th>
<th>$\delta^{\text{min}}$</th>
<th>$\delta^{\text{max}}$</th>
<th>$T^d$</th>
<th>$T^u$</th>
<th>$c^u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>nuclear</td>
<td>$0.02p^2 + 3.07p$</td>
<td>100</td>
<td>400</td>
<td>-280</td>
<td>280</td>
<td>24</td>
<td>168</td>
<td>40000</td>
</tr>
<tr>
<td>IGCC</td>
<td>$0.25p^2 + 10.6p$</td>
<td>54</td>
<td>155</td>
<td>-70</td>
<td>80</td>
<td>16</td>
<td>24</td>
<td>2058</td>
</tr>
<tr>
<td>CCGT</td>
<td>$0.14p^2 + 7.72p$</td>
<td>104</td>
<td>197</td>
<td>-310</td>
<td>310</td>
<td>3</td>
<td>4</td>
<td>230</td>
</tr>
<tr>
<td>OCGT</td>
<td>$2.26p^2 + 13.7p$</td>
<td>8</td>
<td>20</td>
<td>-90</td>
<td>100</td>
<td>1</td>
<td>2</td>
<td>46</td>
</tr>
<tr>
<td>coal</td>
<td>$0.11p^2 + 12.2p$</td>
<td>140</td>
<td>350</td>
<td>-140</td>
<td>140</td>
<td>5</td>
<td>8</td>
<td>12064</td>
</tr>
</tbody>
</table>

\textsuperscript{2}http://www2.ee.washington.edu/research/pstca/
For each test case, each generator was assigned the properties associated with a technology (except $p^\text{max}$ and $p^\text{min}$) in order to get a distribution of capacity per technology that was approximately consistent with that of a target generation mix. This was done by assigning generators to technologies in order of decreasing $p^\text{max}$ until the capacity share of that technology was reached, and then moving to the technology with the next largest capacity share. Tables 5.3 and 5.4 show the number of generating units of each technology and the resulting generation mix, respectively, for the three test cases.

Table 5.3: Number of generating units per technology

<table>
<thead>
<tr>
<th>name</th>
<th>nuclear</th>
<th>IGCC</th>
<th>CCGT</th>
<th>OCGT</th>
<th>Coal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Case B</td>
<td>12</td>
<td>12</td>
<td>26</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>Case C</td>
<td>27</td>
<td>25</td>
<td>152</td>
<td>50</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 5.4: Total capacity per generation technology in %

<table>
<thead>
<tr>
<th>name</th>
<th>nuclear</th>
<th>IGCC</th>
<th>CCGT</th>
<th>OCGT</th>
<th>Coal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>44</td>
<td>18</td>
<td>38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Case B</td>
<td>48</td>
<td>18</td>
<td>23</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Case C</td>
<td>48</td>
<td>18</td>
<td>23</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Five daily load profiles were obtained from a North American power marketing administration. Each load profile was normalized and used to modulate the (static) loads of each of the power networks. Figure 5.1 shows the resulting aggregate load profiles.

5.3 Renewables

For each of the test cases, renewable energy sources were added to the network at the buses with conventional generators. The capacity $w_i^\text{max}$ for each source $i \in \{1, \ldots, n_r\}$, where $n_r$ is the number of sources, was set to the peak total load divided by $n_r$. The base powers $\bar{w}_t$ were obtained by multiplying $0.5w^\text{max}$ by a normalized daily wind power profile obtained from a North American power marketing administrator, yielding a high penetration setting. For constructing $\Sigma_t$, $N = 5$ and $\rho = 0.1$ were used. Figure 5.2 shows sampled realizations (gray) and expected realizations (red) of aggregate powers from renewable energy sources for five different days for Case A.
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Figure 5.1: Load profiles

Figure 5.2: Powers from renewable energy sources for Case A
5.4 Benders Validation

In order to validate the implementation of the algorithm based on Benders decomposition, the algorithm was tested on Case A without renewable energy sources. Theoretically, as stated in Section 3.1, as the number of iterations increases, the “gap” between the upper and lower bounds produced by the algorithm of the optimal objective value of the SAA problem (3.1) approaches zero. Experimental results testing this property are shown in Figure 5.3.

![Figure 5.3: Benders validation on deterministic Case A](image)

As Figure 5.3 shows, the lower bound gradually increases towards the optimal objective value. The upper bound has a general trend of decreasing towards the optimal objective value but it shows significant variations on this validation case. In particular, it can be seen that even after many iterations the upper bound has sudden “jumps” to very high values. The reason for these jumps is that the piece-wise linear approximation built by the algorithm fails to fully capture the properties of the exact recourse function, resulting in the algorithm making “mistakes”. Some of these mistakes consist of choosing generator commitments that are poor with respect to the exact recourse function as they result in load shedding, which incurs a very high cost. It is interesting to note that, if the option of load shedding was not available, then the second-stage problem could be infeasible for such poor generator commitments, resulting in an operation cost of infinity.

5.5 Performance and Solutions

To evaluate the performance of the AdaCE algorithm and the benchmark algorithm based on Benders decomposition, or “Benders algorithm” for simplicity, the algorithms were tested on each test case with five different load profiles and wind distributions. As a termination criteria for the algorithms,
a maximum number of iterations was used. Details for this are shown in Table 5.5. For Benders, a candidate solution $u_k$ was evaluated every 25 iterations for Case A, and every 5 iterations for Case B. This algorithm was not applied to Case C since its performance was already not satisfactory on Cases A and B, which are significantly smaller. The number $m$ of scenarios used for Benders was 300, and the evaluation of the recourse function for these scenarios at each iteration of the algorithm was done using 24 and 10 parallel processors for Cases A and B, respectively. For AdaCE, a candidate solution $u_k$ was evaluated every 5 iterations for Case A, every 2 iterations for Case B, and every iteration for Case C. The number $r$ of linear segments in the individual piece-wise linear generation cost functions in (4.4) was set to 3 for each test case. For Case C only, the noise reduction strategy was applied using 10 random samples at each iteration, and the evaluation of the recourse function for these samples was done using 10 parallel processors. For evaluating the candidates solutions from the algorithms, a set of 1000 new independent samples of the random powers from renewable energy sources was used. That is, the expected first stage cost associated with a candidate solution $u_k$ was approximated with $F(u_k) + \frac{1}{1000} \sum_{i=1}^{1000} Q(u_k, w_i)$. The results obtained are shown and discussed in the subsections below. The computer system used for the experiments was the ETH Euler cluster, which is equipped with computing nodes having Intel Xeon E5-2697 processor and running CentOS 6.8.

<table>
<thead>
<tr>
<th>name</th>
<th>Benders</th>
<th>AdaCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>400</td>
<td>100</td>
</tr>
<tr>
<td>Case B</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>Case C</td>
<td>-</td>
<td>10</td>
</tr>
</tbody>
</table>

5.5.1 Case A

Figure 5.4 shows the performance of the algorithms on Case A. The expected costs shown are relative to the cost obtained with the solution of the certainty-equivalent (CE) problem for the corresponding day (dashed line). From the figure, several observations can be made: First, the AdaCE algorithm is able to exploit user-provided knowledge of the problem in the form of an initial approximation of the expected resource function, and achieve cost reductions ranging from 0.5% (Day 3) to 2.8% (Day 1) relatively fast. This also shows that the CE solution is a relatively good solution for the original problem under the given conditions. On the other hand, the Benders algorithm struggles to find a candidate solution that is better than the CE solution on each day, with its best performance being a cost reduction of $-0.5\%$ achieved in Day 5. This outcome may be attributed to the fact
that in Problem (2.1), the expected recourse function is a fairly complex function that plays a critical role in the determination of the total cost, and the algorithm requires many cutting planes to form an adequate approximation. Moreover, the algorithm only “knows” about the 300 scenarios, and this number may not be enough to adequately represent the uncertainty.

Figure 5.4: Performance of algorithms on Case A

Figure 5.5 shows the expected aggregate power generation profiles associated with the CE solution and the last iterate produced by the AdaCE algorithm on Case A, Day 5. This is the day for which AdaCE achieves a cost reduction of 1% over the CE. It can be seen that the CE solution, which is obtained by ignoring the uncertainty, fails to foresee that the scheduled generating units do not supply the demand under some possible scenarios (hour 5), resulting in higher expected operational cost. On the other hand, the AdaCE algorithm is able to account for this and avoid load shedding. The generation mixes associated with the CE and AdaCE solutions are shown in Figure 5.6.

5.5.2 Case B

Figure 5.7 shows the performance of the algorithms on Case B. As the figure shows, the AdaCE algorithm is able to find a better solution than the CE solution for four out of the five evaluated days in around 12 minutes. The cost reductions range from 0% to around 0.55%, which is smaller than the results obtained on Case A. On the other hand, the Benders algorithm fails to obtain a candidate solution that is better or even close in terms of cost to the CE solution in the allowed number of iterations. As discussed earlier, this could be attributed to the complexity of the expected recourse function, which may require a large number of cutting planes to approximate,
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Figure 5.5: Expected generation profile for Case A, Day 5

and to the insufficiency of the 300 scenarios for adequately capturing the uncertainty.

Figure 5.8 shows the expected aggregate generation profiles associated with the CE solution and the last iterate produced by the AdaCE algorithm on Case B, Day 1. As the figure shows, neither of these candidate solutions results in load shedding. Furthermore, as in Case A, the scheduled generation is quite flexible and is able to accommodate a high utilization of renewable energy. The key differences between these two candidate solutions becomes clear when the production by technology is considered. This is shown in Figure 5.9. As this and Figure 5.2 show, around hour 10, when wind production is low, and around hour 20, when wind uncertainty is high and there are sudden drops, the AdaCE solution has more flexible generating units scheduled and hence is able to accommodate these changes more efficiently.

5.5.3 Case C

As stated before, the Benders algorithm was not tested on Case C due to its poor performance on the other two test cases, which are much smaller. Instead, the impact of using the noise reduction strategy in the AdaCE algorithm was analyzed on this case. Figure 5.10 shows the performance of the AdaCE algorithm with and without noise reduction (NR) on this case under five different load profiles and wind distributions. It can be seen that the general trend is that the noise reduction strategy eventually makes the AdaCE algorithm find better commitment schedules than without it. Another important observation is that, unlike on Cases A and B, not all candidate solutions obtained with the AdaCE algorithm have a equal or lower
cost compared with the CE solution, especially without noise reduction.
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Figure 5.7: Performance of algorithms on Case B
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Figure 5.8: Expected generation profile for Case B, Day 1
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Figure 5.9: Generation mix for Case B, Day 1

Figure 5.10: Performance of AdaCE on Case C
Chapter 6

Conclusions

In this work, the applicability and performance of the AdaCE algorithm for solving the stochastic UC problem was explored. To do this, the problem was first modeled as a stochastic two-stage mixed-integer optimization problem, which captured the essential properties that make the problem computationally challenging. Then, theoretical and practical issues associated with the applicability of the AdaCE algorithm for solving this problem were investigated. In particular, it was determined that the binary restrictions present in the UC problem could make the algorithm cycle or get stuck in a sub-optimal point. Through some illustrative qualitative examples, it was shown that the outcome depends heavily on the quality of the initial approximation of the expected second-stage cost function provided to the algorithm. Furthermore, the computational challenges of the algorithm were investigated. It was concluded that the initial approximations of the expected second-stage cost should be limited to be piece-wise linear, deviating from the requirements that make the algorithm work for problems with continuous variables. To try to alleviate the computational burden of solving MILP problems during potentially many iterations of the algorithm, the use of noise reduction techniques was proposed. The performance of the algorithm was investigated along with that of a widely-used algorithm consisting of SAA combined with Benders decomposition on test cases constructed from three different power networks and five different load profiles and wind distributions. The results obtained showed that despite a lack of theoretical guarantees, the AdaCE algorithm could find commitment schedules that are better than ones obtained with deterministic models and with the Benders-based algorithm.

Future research steps include a sensitivity analysis of the performance of the algorithm with respect to the number of segments of the piece-wise linear approximations of the generator cost functions. Also, an extension of the SHA framework that allows a richer type of updates beyond slope corrections needs to be investigated in order to determine whether theoreti-
cal guarantees can be obtained in problems with binary restrictions. Lastly, an interesting research direction consists of investigating the performance of the AdaCE algorithm on stochastic UC problems that include market-based elements, such as power production levels in the first-stage problem and different pricing schemes.
Bibliography


