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In [2] the GraphHopper kernel was compared with two different instances of the PROP kernel [1]
using two different propagation schemes. These instances were different from those used in [1], as
the continuous label distributions described in [1] were replaced by continuous-valued features as
indicated in [1, page 4, footnote 3].

In personal communication, Marion Neumann has explained that propagating continuous-valued
features, as we do, leads to a smoothing, or averaging, of the continuous node features, leading to
poor ability to capture graph structure. This affects our implementation of PROP-diff.

Our implementation of PROP-diff was natural given the claims of generalizability to continuous
features and the explanations of how generalizations might be made in [1]. However, the PROP-
diff implementation does have limitations as pointed out by Marion Neumann, and potential users
should be aware of them.

PROP kernel implementation details. In the PROP-diff variant labels are propagated using the dif-
fusion scheme (see [1]). Our implementation allows discrete or vector-valued labels on the nodes.
For the discrete version the label vectors for each node are one-dimensional and contain the ac-
tual discrete integer-valued label of the node. These labels are propagated and hashed during the
execution of the kernel computation. Note that this differs from the original paper, where a label
distribution is used. In the non-discrete version the continuous-valued attributes of the nodes are
used instead of a label distribution. So for a graph G with n nodes and d-dimensional label at-
tributes the label matrix will be n × d, where each row corresponds to the attribute of this node.
Those labels are propagated with the diffusion scheme and hashed in each iteration.

In the PROP-WL variant the labels of the nodes are first discretized by hashing. Then the Weisfeiler-
Lehman propagation scheme is used with those discrete labels as input. Note that if the node labels
are already discretized this will be the same as applying the WL kernel directly.

For both variants two hashing functions are implemented: the total variance (TV) distance and the
Hellinger distance (see [1]). However, in our results only the TV distance was used as the Hellinger
distance only works for positive continuous node attributes.
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