Abstract—Multibody structure-from-motion (SfM) is the extension of classical SfM to dynamic scenes with multiple rigidly moving objects. Recent research has unveiled some of the mathematical foundations of the problem, but a practical algorithm, which can handle realistic sequences, is still missing. In this paper, we discuss the requirements for such an algorithm, highlight theoretical issues and practical problems, and describe how a static structure-from-motion framework needs to be extended to handle real dynamic scenes. Theoretical issues include different situations, in which the number of independently moving scene objects changes: moving objects can enter or leave the field of view, merge into the static background (e.g. when a car is parked), or split off the background and start moving independently. Practical issues arise due to small freely moving foreground objects with few and short feature tracks. We argue that all these difficulties need to be handled online, as structure-from-motion estimation progresses, and present an exemplary solution using the framework of probabilistic model-scoring.
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I. INTRODUCTION

Over the past two decades, structure-from-motion (SfM) has developed into a mature discipline of visual information processing. The classic case of a camera moving through a static scene is essentially solved in a coherent theory [4], [8], and several practical systems exist, which are able to robustly recover the structure and motion from unconstrained real-world sequences. One of the main limitations of real-world applications of structure-from-motion at present is the requirement for a static scene.

In recent years, SfM theory has been extended to dynamic scenes composed of rigidly moving objects, starting with work on two views [19], [25], [27], and progressing to linear motion in multiple views [6], [7], [27], arbitrary motion in affine sequences [2], [24], [28] (a benchmark can be found in [23]), and recently also perspective sequences [5], [11], [20].

There is a trade-off between the number of moving objects that are fitted to the feature points, and the fitting error: increasing the number of objects always decreases the error, even if the additional object is already an overfit. Several researchers have cast the problem in terms of statistical model selection [9], [19], [20], [22]. Recursive filters investigated with static SfM have also been applied to dynamic scenes in both parametric [3] and non-parametric [17] form.

Dynamic SfM thus far has concentrated on the mathematical properties of the problem, and proof-of-concept experiments restricted to simple, short sequences. The step from the theoretical algorithm to a system-level solution brings up various challenges.

Theoretical issues arise due to the complex interactions of objects in the scene, particularly when the number of objects changes. This situation occurs quite regularly in the real world, often because moving objects stop their motion relative to the background, or start to move. Closer inspection reveals that the two operations, which at first glance appear inverse to each other, actually require a separate, and quite different treatment. Another issue is the handling of the two ambiguous, mirror-symmetric reconstructions, which arise when the perspective mapping of a small object degenerates to an affine one.

A challenge of a more practical engineering nature is that foreground objects are in most cases smaller than the background scene and move in a less constrained way, and this destabilizes the SfM computations. In order to cope with the weaker geometric constraints, one needs to take extra care to ensure a sufficient number of feature tracks of adequate length at any time. This leads to the requirement for online SfM: 3D reconstruction must run in parallel with feature tracking, rather than as a subsequent batch process, because the 3D geometry is needed to guide feature tracking.

The paper is structured as follows: in section II the necessary building blocks for a practical multibody SfM framework are identified and their specific difficulties are discussed. In section III we describe in some detail a real system which implements these ideas. Section IV presents experimental results on several scenes recorded outdoors with hand-held cameras, followed by a discussion and conclusion in Section V.

II. A SfM FRAMEWORK FOR DYNAMIC SCENES

A. Requirements

The main requirements for a dynamic SfM framework are (i) to determine the number of independently moving objects at the beginning of a sequence, and whenever that number changes, (ii) to segment the feature tracks into different moving objects in each frame, (iii) to compute their 3D structure and the camera motion for the frame with the required accuracy, (iv) to resolve geometric ambiguities, (v) to be robust to short feature tracks due to (self-)occlusion, motion blur, etc., and (vi) to scale to realistic recording times (at least several hundreds of frames). This list suggests that feature tracking, segmentation into independent objects, and 3D reconstruction cannot be carried out as independent tasks, but need to be interleaved. In this way, all the 3D information extracted at a certain time-step is already known when processing the next frame. Feature tracking, in particular, benefits from known 3D
motion since blind 2D feature search in a window is reduced to 1D search along an epipolar line, or even to the refinement of a known location (“0D search”) if the corresponding 3D point is known. The accuracy of the motion estimate in turn depends on correct segmentation.

For static scenes, the described process of interleaved feature tracking and SfM computation has been well studied [1], [8], [16]. In the case of dynamic scenes, we additionally need to estimate the number of moving objects online. This number can change for a variety of reasons: objects can enter or leave the field of view, which are both easy to detect directly from the feature tracks. Furthermore, objects can also split and start to move independently, or merge and start to move as one object. Finally, the number of objects also has to be determined during initialization, since more than one object can be present from the beginning. Further requirements, which arise only in dynamic SfM are the resolution of reconstruction ambiguities, namely the relative scale between independently moving objects, and the mirror symmetry in case of affine degenerate objects. In the following, we will look at the listed components at a conceptual level, and specify their desired behaviour. Section III describes a practical implementation, which achieves this behaviour with model-scoring equations tailored to the different tasks.

B. Initializing the multibody structure-from-motion

During initialization, the 3D structure and camera motion as well as the segmentation into independent motions are established for the first time, after observing an initial set of images. This is exactly the multibody SfM problem in the form it has been treated so far in the literature, and one can directly resort to one of the developed algorithms. We will apply a method similar to [20], which naturally fits into our model-scoring framework – see Section III-D.

C. Splitting and merging motions

As explained above, splitting and merging of objects refer to situations, where the number of independently moving objects changes without any object leaving the field of view. In the case of splitting, several objects which previously moved as one rigid body start moving independently. Merging is the opposite: objects, which previously moved independently, attach to each other and start moving as one rigid structure. Those events should be detected properly for a robust and accurate scene modelling, and to resolve scale ambiguities – see Section II-D.

Despite their apparent relationship, splitting and merging are two significantly different problems, both formally and practically. At first glance, they are inverse operations (in the sense that one becomes the other when playing the sequence in reverse). This may lead one to believe that they can be treated with the same mathematical model. However, the direction of the time-line causes significant differences, both due to order of computations during SfM estimation, and due to the typical motions of real split and merge operations.

We will give a simple example to illustrate the subtle theoretical differences: consider a rigid object A, for which the structure and motion are already known. At a certain point in time, an object (a set of 3D points) B splits off from A, and starts to move independently of the remaining points A'. Since the 3D structure of B has been reconstructed before splitting (as a part of A), the only remaining problem is to find the new rigid transformation of B relative to the camera, which can be done with simple resection in a single frame. Now assume that we are processing the sequence in reverse order. Initially the objects A' and B are moving independently, and at a certain point in time they merge. This event can only be detected reliably, if we observe it long enough: otherwise, near-degenerate configurations can easily be miss-interpreted as apparent fusion: one can often fit a reasonable joint model, if the observed sequence is short, because there was no time to accumulate enough translation (baseline). Furthermore, the two objects have been reconstructed separately, so there is a scale ambiguity between them [13], which needs to be resolved (see next subsection), and this again requires enough baseline.

Another issue is that merging more than two objects can be safely accomplished by iteratively merging pairs of objects in arbitrary order. The same is not true for splitting: if an object splits into 3 parts – or more practically relevant, into 2 parts and some outliers – there is no split into 2 parts which produces valid structure and motion. Agreement can be tested in a greedy pairwise fashion, but disagreement cannot.

Practical considerations give rise to a further difference: when a 3D object splits, it is desirable to immediately have access to the new 3D models, because of two reasons: (1) it is quite often the case that one of the new motions (that of a small object splitting off the background) has a large component of self-rotation, causing rapid loss of features due to self-occlusion. Hence, the right model must be instantiated immediately so as to not lose the object completely. In the opposite case, when a smaller object merges into the background, there is no immediate danger of losing large numbers of features; and (2) guided tracking relies on the SfM. The 3D structure and relative camera motion are crucial for reliable feature tracking, and if splitting is delayed, tracking will suffer. Again, merging does not suffer from this problem, because the previous SfM is still valid.

D. Relative Object Scale

It is a well-known property of SfM that the resulting 3D structure is only determined up to scale. In dynamic scenes, this ambiguity becomes a serious problem: each reconstructed object has a different unknown scale, which means that objects are distorted with respect to each other. Leaving the relative scales unresolved produces unrealistic 3D reconstructions – for example a giant car floating in the sky. In general, only additional constraints, usually on the object trajectories, can resolve the ambiguity [13]. However, if splitting and merging occur, then they connect 3D objects to each other, and in most cases resolve the relative scale without further constraints.

Splitting and merging propagate the object scale in a transitive way: no matter how many splits occur, all objects which stem from the same parent will be scaled correctly with respect to each other (except for possible scale drift over time). Similarly, if an object is the result of an arbitrary number of merging events, then the merge determines the relative scales.
of all the previously independent components. Together, these two trivial observations are a powerful rule to resolve the scale ambiguity: for example, if object A splits into A1 and A2, the relative scale between them will be correct. The same is true for the object B when it splits into B1 and B2. When now A1 merges with B1, this sets the relative scale not only between A1 and B1, but also between A2 and B2. If those dependencies are represented as a graph where objects are the nodes and the edges are the dependencies, the scales can be resolved for each object relative to the other objects that are in the same set of connected components. If there are more than one set that are not connected, then motion constraint approaches can be used [13] to connect those sets.

E. Affine degenerate reconstruction

An often neglected problem in the sequential SfM literature is the proper handling of nearly affine scenes: if an observed object is small compared to its depth, then its projection with a pinhole camera degenerates from a projective to an affine mapping. Usually this is not a problem when observing a static scene – the 3D structure in most cases has enough depth variation to create perspective affects. In dynamic scenes, however, moving objects are often small compared to the field of view, and hence fall into the degenerate case. The most important practical consequence of this is the mirror symmetry ambiguity: a 3D object and its mirror reflection w.r.t. a plane parallel to the camera’s image plane have the same affine projection (the Necker cube reversal), which in the multi-view setting gives rise to two different 3D reconstructions. Fig. 1 depicts the phenomenon in 2D.

In practice, perspective reconstruction of distant, relatively small objects will also suffer from the mirror ambiguity, because the perspective effects are outweighed by the measurement noise. In most cases the ambiguity can be resolved if the object is observed for a longer time: in the best case the object approaches the camera, so that the amount of projective distortion grows, but even if that is not the case, the small perspective effects will be corroborated as more views are collected, because the error is systematic.

Unfortunately, sequential SfM pipelines initialize the structure and motion once, and then keep updating that initial guess. If the incorrect, reflected geometry is recovered during initialization, the system gets stuck in a wrong reconstruction: as new frames come in, the camera path is continuously extended by resection from the wrong structure points; bundle adjustment is initialized at the incorrect reconstruction, and converges to one of the associated local minima. One way to solve this issue is a multi-hypothesis approach, where for each new object two symmetric motion models are created and propagated. The decision which of them is correct is cast as a model selection problem in line with the rest of the paper.

F. Practical Considerations

From a theoretical point of view, SfM computation is the same for any rigidly moving structure, and all reconstructed objects are on equal footing. In practice however, foreground objects significantly differ from the dominant background scene: they are much smaller and move with greater freedom, in particular show fast rotations, hence challenge the canonical SfM algorithms. The basic issues are (i) since the objects are small, only few feature points with small aperture angle can be tracked, which makes them susceptible to noise, and (ii) the objects own motion causes more frequent self-occlusion, as well as strong illumination changes (because of changing orientation to the light sources), resulting in shorter feature tracks. As a consequence, accurate feature tracking and the ability to exploit short tracks are crucial factors for successful SfM estimation of such foreground objects.

This additional difficulty of multibody SfM so far has been ignored, e.g. [2], [11] assume complete tracks spanning the entire sequence. However even without considering a variable number of objects full-length tracks without outliers are all but impossible to obtain for more than a handful of frames. Some approaches alleviate this strict requirement and allow for missing data points [24] or assign them small weights [3], [17]. But these measures do not solve the questions of how to reconstruct from sets of mostly short tracks (in factorization terms, > 90% of missing data), and how to compensate the progressive loss of feature tracks. To date, the only solution is to interleave feature tracking with object reconstruction. This allows the feature set to evolve over time, circumvents the missing data problem, and at every frame provides a maximum of information to guide feature tracking.

III. IMPLEMENTATION DETAILS

A. Overview

In this section, we describe our prototype implementation of the presented ideas. The multibody SfM routines are based on the approach of Schindler et al. [20] due to its flexibility however it is also possible to use other methods, e.g. subspace approaches [25], [28], as long as they are consistently adapted. In the approach we adopted, an over-complete set of motion hypotheses is generated for the entire sequence, and then pruned to an optimal set using model selection. This method is computationally intractable for long sequences, because of the combinatorial explosion of potential motion models. We therefore apply model scoring only in a temporal window rather than as a global batch optimization, replacing parsimony over the entire sequence by local parsimony over the last few frames. The local approach guarantees scalability to long sequences, and intuitively corresponds better to the way humans interpret visual data over time – it is unlikely
that information from the distant past influences our decisions about the number of moving objects.

The core SfM engine is based on well-established sequential SfM techniques for static scenes (with calibrated intrinsics), and is applied to each moving object independently. Splitting, merging, and newly appearing objects are handled with task-specific subroutines. Note that although motion segmentation is done locally in short time windows, the underlying global 3D model could still be used to improve the segmentation result for a given frame; the ability to project 3D points reconstructed in distant frames allows one to cover the object more densely and obtain more precise object boundaries.

B. System Details

The core of the system is a multiple model version of the standard sequential SfM pipeline [1], [16]. In order to initialize the algorithm, corner features are detected and tracked through a small number of frames. Three-view motion segmentation is applied (see III-D) to this initialization sequence, yielding an initial segmentation into rigidly moving objects. For each segment, the 3D structure and the camera motion are recovered independently via epipolar geometry decomposition using the 5-point algorithm [12]. As new frames arrive, the existing feature points are tracked and new ones are instantiated, while incrementally computing the new camera pose for each moving object with standard 3-point resection and RANSAC.

As explained above, it is important to detect split events as early as possible. Therefore, if a significant number of outliers are detected during the camera resection, this is taken as indication for a possible split and a sub-routine is called which inspects the outliers for new motions, see Sec. III-E. Further sub-routines, with less critical timing, run at regular intervals (in our experiments, at every 5th frame): the initialization routine to detect new motions in the set of unexplained feature tracks; the merging routine to check the current set of motions for recent merges, see Sec. III-F; and bundle adjustment to polish the solution. New tracks, which have no associated 3D point yet, are assigned to the motion they fit best, assuming normally distributed residuals. If all residuals exceed a threshold $T = E\sigma$ (with $\sigma$ the standard deviation of the noise, and $E$ a positive constant, in our implementation set $E = 2$), then no 3D point is generated, but the track is continued, in case it belongs to a new object.

The mirror symmetry ambiguity is handled as follows: for each new object the two symmetric hypotheses are created, by running camera resection twice, once with positive and once with negative $z$-coordinates. Both alternatives are then propagated until enough evidence has been collected to resolve the ambiguity$^1$—see Sec. III-G. Algorithm 1 gives a high-level description of the system in pseudo-code.

C. The number of motions – a model selection problem

In three situations, namely initialization, splitting, and merging, we are faced with similar questions: given two (or more) competing hypothesis about the scene, decide which is the

\begin{algorithm}
\caption{Dynamic structure and motion pipeline.} \label{alg:structure-and-motion-pipeline}
\begin{algorithmic}
  \STATE 1) Instantiate new features, and track all features;
  \STATE 2) \textbf{If} not enough parallax \textit{(e.g. average feature displacement < 50 pixels)}
      \begin{itemize}
        \item \textbf{goto} step 1;
      \end{itemize}
  \STATE 3) \textbf{Elseif} sufficient parallax and no SfM yet:
      \begin{itemize}
        \item do initial segmentation and 3D structure computation;
        \item create symmetric models for small objects.
      \end{itemize}
  \STATE 4) \textbf{Else} continue;
  \STATE 5) Try to estimate new 3D motion for active models;
  \STATE 6) \textbf{If} too many outliers \textit{(e.g. } > 25\%) \textit{for a motion model:}
  \begin{itemize}
    \item try to split.
  \end{itemize}
  \STATE 7) \textbf{Continue};
  \STATE 8) Instantiate new models if necessary;
  \STATE 9) \textbf{If} waiting period is over and the number of unexplained tracks
      \begin{itemize}
        \item try to detect new motion models;
        \item create symmetric models for small objects.
      \end{itemize}
  \STATE 10) \textbf{If} waiting period is over:
  \begin{itemize}
    \item try to fuse active motion models greedily;
  \end{itemize}
  \STATE 11) Remove symmetric models, where enough evidence available
  \begin{itemize}
    \item \textit{(e.g. } M_{\text{mirrored}}/M_{\text{correct}} > 1.2, M=\text{model score})
  \end{itemize}
\end{algorithmic}
\end{algorithm}

“best” one, i.e. has the higher likelihood in the light of the observed feature tracks. In principle, the decision is a probability ratio test. However, it is complicated by the fact that the models have different numbers of free parameters, and hence the likelihood of a model is not just its goodness-of-fit: the less constrained model has more freedom to adapt to the data, and would always win, leading to over-fitting.

This situation is the classical domain of statistical model selection – Occam’s razor calls for the simplest possible model, while the fitting error favours more complex models. Model complexity can increase in two ways, either by increasing the number $P$ of free parameters in the model, or by increasing the model’s dimension $D$, and hence reducing the number of constraints per data point. A full treatment is beyond the scope of this article. Intuitively speaking the question is “for $N$ data points, what is the a-priori probability of a model $M_{D,P}$ with dimension $D$, and $P$ parameters?”

Here, we will estimate these probabilities with a classical result from model selection theory [18], [21]: if the prior on the model parameters $p$ is a diffuse Gaussian, then in first order approximation the log-likelihood of a model $M_{D,P}$ is

$$ L(M_{D,P}|N) \approx -P \log(D \cdot N) \quad \text{for} \quad N \gg P. \quad (1) $$

The log-likelihood decreases linearly with the number of model parameters, and logarithmically with the number of equations used to estimate the parameters.

In the first-order approximation, not all free parameters of a structure and motion problem depend on all data points [20], [22]: each world point $x$ depends only on observations of its projections, and each image’s motion $c$ depends only on observations in that image. Hence, expression (1) has to be split into two parts. Let $M$ be the number of images, then

$$ L(M_{D,P}) = \sum_{i=1}^{M} L(c|M_i) + \sum_{i=1}^{N} L(x|M_i). \quad (2) $$

\footnotetext[1]{Currently split/merge operations are not allowed before the ambiguity has been resolved.}
With equation (2) we can now set up decision functions for initialization, splitting, and merging. As explained above, all decisions are taken locally on short sub-sequences.

D. Initialization

Initialization of new motion models starts from all feature tracks of a predefined length, which have not yet been assigned to any motion. The minimal solution is to use only two frames [22], [25], [27]. Unfortunately, SfM for only two views is notoriously unstable. The other extreme would be a full n-view computation [11], [20]. In practice this is an overkill, since all we need is the number of motions, and coarse parameter estimates to initialize bundle adjustment. What matters is hence mainly the baseline rather than the number of frames, so we apply 3-view segmentation to the first, middle, and last frames of the initialization sequence.

An over-complete set of possible 3-view motions is generated by random sampling and inlier/outlier separation with the TSSE estimator [26], and the best subset is selected with model selection. Let the number of correspondences on a candidate model A be $N_A$, the sum of (squared) residuals $E_A$, and the standard deviation of the residuals $\sigma$. Outliers are assumed to be uniformly distributed in the tracking window of size $(w \times w)$, so the (log-)likelihood that all correspondences are inliers is $2L_A = -6N_A \log(w^2)$. Conversely, the likelihood of model A is

$$2L_A = -6N_A \log(2\pi\sigma^2) - \sigma^2E_A - 3N_A \log(6) - 11 \log(2N_A),$$

assuming that all points are visible in all 3 frames. The first two terms are the likelihood of the correspondences (assuming zero-mean normally distributed residuals). The third and fourth term are the likelihood (2) for $N_A$ structure points each estimated from 6 observations, and $(3 \times 6 - 7) = 11$ motion parameters each estimated from 2$N_A$ observations. The benefit of using model A is $D_A = L_A - L_R$. If this value is positive, then model A is a more likely explanation of the data than the all-outlier assumption. However, we are given many candidate models $\{A, B, .. N\}$, and it is not known how many are required to explain the data. This results in a quadratic Boolean optimization problem

$$\max m \left[ \begin{array}{cccc} 2D_A & -D_{A\cap B} & \cdots & -D_{A\cap N} \\ -D_{A\cap B} & 2D_B & \cdots & -D_{B\cap N} \\ \vdots & \vdots & \ddots & \vdots \\ -D_{A\cap N} & -D_{B\cap N} & \cdots & 2D_N \end{array} \right] m,$$  

(3)

where $m$ is a boolean vector which indicates whether a candidate is used ($m_i = 1$) or discarded ($m_i = 0$) in a certain explanation. The off-diagonal terms $D_{A\cap B}$ handle the interactions between candidates, making sure each correspondence is assigned to only one motion. For details, see [10], [20].

E. Splitting

Splitting events show up as a sharp increase in the outlier ratio when computing the camera parameters for the parent object. Consequently, new models are searched in those outliers. As stated before, splitting should be detected instantly. Since 3D structure is already known at this point, the decision can be made on a single frame by inspecting resection results. Considering the possibilities that an object can split into more than two children, and that some feature tracks may be true outliers, a recover-and-select approach is adopted, similar to the initialization. Multiple motion hypotheses are generated by random resection, then an optimal set is selected to explain the 3D-2D correspondences. With the same symbols as above, the likelihood of all outliers is $2L_A = -2N_A \log(\sigma^2)$, and the likelihood of a new motion A is

$$2L_A = -2N_A \log(2\pi\sigma^2) - \frac{1}{\sigma^2}E_A - 6 \log(2N_A) - 3 \frac{N_A}{F_A} \log(2F_A).$$

The first and second term are the likelihood that the points in the new frame were generated by 3D structure and motion, and the third term is the likelihood of the new motion. The fourth term is an estimate of how much the likelihood of the 3D structure changes due to the extra motion: obviously, the structure does not change during resection; however, once the new model has been accepted, the structure and motion will be re-estimated using also the new image, and this will slightly change the likelihood. This contribution should theoretically be computed separately for each 3D point, depending on its track length. We strike a practical compromise and count the average number of frames $F_A$, during which a feature point on the object remains visible, and equally divide the coding length between these frames.

Again, the benefits of using model A are $D_A = L_A - L_R$, and the competition between the candidates leads to a quadratic Boolean problem (3).

F. Merging

Merging amounts to checking whether two objects A and B still move independently, or whether they got attached to each other and now move as one rigid body $C$ (as explained in section II-C, only two objects need to be considered, because merging can be done iteratively). Both hypotheses are evaluated, and the one with the higher likelihood is preferred. The likelihood of the two independent motions (again, for three frames, and assuming that all structure points are seen in all three images) is

$$2L_{A,B} = -\sigma^2(E_A + E_B) - 11 \log(2N_A + \log(2N_B)) - 3(N_A + N_B) \log(6) - 6(N_A + N_B) \log(2\pi\sigma^2),$$

and the likelihood for a single joint motion is

$$2L_C = -\sigma^2E_C - 11 \log(2N_C) - 3N_C \log(6) - 6N_C \log(2\pi\sigma^2).$$

Note, the last two terms cancel out because $N_C = N_A + N_B$.

G. Mirror Symmetries

When choosing between the two hypotheses generated by the mirror-symmetry ambiguity, we are again faced with the question: given two possible solutions, which one is more likely? Again, we need to take into account not only the residuals, but also the power of the model to describe the image data – otherwise a wrong model with fewer inliers will win over a correct one, which has a larger cumulative sum of residuals for the simple reason that it has more residuals.

This time, we cannot make the simplifying assumption that the two models have the same sets of corresponding points. Since SfM estimation and feature tracking are alternated
independently for the two models, their inlier sets will differ to some degree. This can be handled by trying to explain all data as a combination of the respective model and a set of uniformly distributed outliers.

The likelihood of each of the two candidates after observing $F$ frames is given by

$$2\mathcal{M} = -\sum_{i=1}^{F} N_i \log 2\pi\sigma^2 - \frac{1}{\sigma^2} \sum_{i=1}^{F} \sum_{j=1}^{N_i} r_{ij}^2 + 3 \sum_{j=1}^{N} \log(2F_j)$$

$$- (6 - 7/F) \sum_{i=1}^{F} \log(2N_i) - \log(w^2) \sum_{i=1}^{F} N_i^{\text{outlier}},$$

where $N$ is the total number of structure points explained by a model, $N_i$ is the number of those points visible in a certain frame $i$, and $F_j$ is the number of frames in which a certain point $j$ is visible. Again, the first and second term are the likelihood of the residuals, the third and fourth terms are the likelihood of the $N$ structure points and the $(6F - 7)$ motion parameters, and the fifth term is the likelihood that the remaining image points are outliers.

For objects which suffer from the mirror-symmetry ambiguity, the log-likelihood for the two symmetric reconstructions will initially be similar. Over time the likelihood of the wrong model will decrease faster, since it will encounter higher reprojection errors, lower inlier numbers, or both. When the difference becomes significant, the better model is selected and the other one is discarded. The difference is checked by simply thresholding the ratio between the two model scores, however one could imagine more complex tests which take into account the temporal evolution.

### IV. Experiments

#### A. Mirror Symmetries

In our experiments, we exploit the fact that the motion of most land vehicles (e.g. cars, bicycles) is non-holonomic. In the context of multibody SfM, Ozden et. al. have called this the “heading constraint”, and used it to resolve the unknown relative object scales [14], [15]. Formally, the constraint is given by the relation $D_{ij}^o\hat{v}_e^o = v_j^o$, where $D_{ij}^o$ is the rotation of the object from frame $i$ to frame $j$, and $v_j^o$ is the unit tangent vector to the object’s trajectory at frame $i$ (estimated in practice as a central difference). Geometrically, the constraint simply means that the direction of the motion vector is fixed with respect to the object, i.e. the vehicle can only be displaced in its heading direction.

In the following experiments, we will use the heading constraint as “ground truth” to judge the quality of the reconstruction without using the constraint. As a side note, it would of course be possible to use the heading constraint itself (or other motion constraints) to resolve the mirror ambiguity since the final reconstruction for the wrong symmetry will be inferior to accumulated perspective affects. However this requires that the observed object undergoes a constrained motion, and that the type of constraint – and thus the object category – is known. In contrast, the presented model scoring approach is purely geometric, and thus completely general.

Figure 2(top left) shows samples from a sequence of 25 frames, in which a van moves away from the camera along a linear trajectory. The object moves over a large depth range, hence the perspective distortion over the entire sequence is large enough to resolve the ambiguity. However this is no longer the case, if only the first few frames are considered. In the experiment, both the best model found by 3-view motion segmentation and its symmetric counterpart are initialized and propagated through the sequence. Initially, the two models are almost indistinguishable (similar reprojection errors even at sub-pixel precision). However, the wrong model deteriorates over time, until the correct one is a clearly better explanation of the feature tracks. In Fig. 2(top middle) we plot for each frame the angle between the van’s heading direction estimated from its trajectory, and its true heading direction according to the heading constraint (relative to frame 12). The correct model obeys the constraint, whereas the heading of the wrong model gradually drifts, which would mean that the van is skidding. The experiment proves our claim that structure-from-motion lacks the ability to recover from the wrong initialization, and if initialized with the mirrored structure, will deliver distorted and unrealistic reconstructions, even when enough perspective distortion has become available. Figure 2(top right) shows the evolution of the two models’ coding length estimated with Eq. (III-G), starting at frame 4, after initialization. As more frames come in, the coding length of the wrong reconstruction grows faster, until the hypotheses are clearly distinguishable.

Figure 2(bottom left) shows sample frames the second experiment, with a total of 35 frames. In this case a distant lorry turns left towards the camera, and then approaches it in a straight line. Since the lorry turns in the first few frames, there is abundant parallax to initialize the 3D structure, still it is too far from the camera to resolve the mirror ambiguity. Again, Fig. 2(bottom middle) shows the error in the mirror ambiguity. Again, Fig. 2(bottom right) shows the evolution of the model
coding length. As in the previous example, the two scores are initially indistinguishable, but the correct reconstruction quickly becomes obvious.

**B. System-level Experiments**

**Garden Sequence** (250 frames, see Fig. 3) starts with a person who is carrying a cardboard box, while the camera is also moving. Later another person enters from the left and leaves the scene, and finally the remaining person merges with the background. The segmentation results in Fig. 3 demonstrate that the motion detection and merging operations succeeded. The sequence illustrates another advantage of online SfM, namely recovery from failure: after few frames, the person on the right moves non-rigidly and is lost, but is immediately re-detected once the motion becomes rigid.

![Fig. 3. Garden sequence results. Operations: Initial segmentation, new motion detection, merging. Note how the person is re-detected immediately after being lost due to non-rigid motion. Green crosses are outliers.](image)

**Car Sequence.** One of the successful application areas for SfM algorithms is movie post-production where the original image sequence is “augmented” with artificial 3D objects. One opportunity that comes with the proposed technique is the possibility of augmenting not only the background but also the moving foreground objects, while at the same time preserving depth consistency, which is usually a problem due to relative scale ambiguities between the components. We have tested our technique on a 107 frames long sequence taken from the movie “2 Fast 2 Furious” (see Fig. 4). There is no merging or splitting, the sequence serves mainly as an example for challenging feature tracks generated by freely moving shiny objects. The experimental results show the effectiveness of simultaneous segmentation and reconstruction.

Fig. 4 shows two sample frames from the segmentation results. To check the accuracy of 3D reconstruction, we have augmented the sequence with artificial objects. Their stability through the sequence demonstrates that SfM was successful.

**Bus-stop Sequence** (170 frames) demonstrates the full range of system capabilities (see Fig. 5). A bus enters a scene while the handheld camera moves forward. The bus stops at the bus-stop, then pulls out again, while a car appears behind the bus. Both vehicles follow nearly straight paths. Lighting conditions are challenging: strong specular reflections occur on the car windows, and tree shadows constantly wipe out features on the moving vehicles.

Fig. 5 shows sample frames from the segmentation results, where the initial detection of the moving vehicles, the merging of the bus with the background, and its split from the background are demonstrated. To check the 3D reconstruction accuracy, we have also augmented this sequence with artificial objects (see Fig. 6). Note that after merging the pattern which attached to the bus is rendered with the camera matrices computed for the background, showing that the relative scale has been resolved correctly.

Two views of the 3D point clouds for the car, the bus, and their paths are also shown. The first one is more or less a top view and the second one a side view. Note that when the bus merges with the background, their relative scales are automatically solved. The car does not merge with the background or the bus, so linear motion had to be used as additional constraint to set its scale [13]. The 3D tracks of both vehicles appears visually correct.

**Increased accuracy due to merging.** One benefit of correct merging is a higher accuracy of SfM estimation, since fewer parameters have to be estimated from the same data. Without ground-truth it is hard to conclusively demonstrate this property, but known geometric relationships in the scene can provide some evidence. We exploit line pairs, which are known to be orthogonal, and measure how much the reconstructed angle differs from the expected 90° to check the correctness of the estimated 3D geometry.

The proposed algorithm was run on the bus-stop sequence both with and without the merging routine, and 4 line pairs on the bus were checked. The deviations from the expected right angles were \( \Delta = \{7\,^\circ, 15\,^\circ, 9\,^\circ, 7\,^\circ\} \) with merging disabled, compared to \( \Delta = \{3\,^\circ, 8\,^\circ, 5\,^\circ, 2\,^\circ\} \) with merging, supporting the claim that correct merging improves reconstruction accuracy.

**Runtime.** Experiments are performed on a 2GHz standard CPU with an unoptimized C++/Matlab implementation. Pro-
processing standard video resolution (720x576) currently takes a bit less than 1 minute per frame. The most costly single step is the initial motion segmentation, and computation times increase with growing sequence length due to periodic global bundle adjustment.

V. CONCLUSION

Compared to the large volume of research on practical systems for static structure from motion, 3D reconstruction of dynamic scenes has so far been investigated mainly theoretically for short, simple image sequences. We have tried to fill this gap, by identifying which components are required in a general and efficient SFM framework for dynamic scenes. We have identified and discussed several subtle issues of large-scale dynamic SFM, and have proposed a novel framework to solve the task. Model selection techniques are deployed to detect changes in the number of independently moving objects. The advantages of such an approach have been demonstrated, and successful experiments have been presented.

There are still several open issues, which need to be addressed in order to reach the maturity of static SFM systems. At the system level, a prominent bottleneck is the regular bundle adjustment of all past frames. A possible solution would be to limit the periodic bundle adjustment to a short time window, like in visual SLAM systems. This should still be accurate enough to ensure correct results, since the long-term drift does not impair the local accuracy. A final global adjustment could still be performed offline for the entire sequence. A more complex system-level question is how to automatically adapt the (currently fixed) system parameters in response to changes of the environment (e.g. lighting, camera speed, ...).

At a more conceptual level, an open research question is the combination with object detection and/or categorization. Multibody SFM estimation could be a valuable source of information for these tasks, since it provides (sparse) 3D scene structure, object motion, and motion segmentation. Conversely, SFM estimation could benefit from the semantic information extracted by an object detector, for example through more detailed object segmentation, object-specific motion constraints, or simply more reliable detection of new objects in the scene. Interleaving SFM and detection in an online system offers many interesting possibilities.

The proposed model-selection approach is not restricted to any specific camera model, hence an obvious extension of the presented ideas is to apply multibody SFM also to more powerful cameras (omnidirectional, multi-camera setups, etc.), which are widely used in the context of navigation and robotics. A more fundamental extension would be to drop the requirement for piecewise rigid scenes and also model articulated and non-rigid objects.
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