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Artificial Intelligence: China’s 
High-Tech Ambitions
China aims to become a world leader in the field of artificial intelli-
gence (AI) by 2030. This goal is linked to Beijing’s efforts to make its 
economy more innovative, modernize its military, and gain influence 
globally. While the US currently retains an edge in AI, China’s ambi-
tions are likely to set off a new technology race.
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By Sophie-Charlotte Fischer

In the development of new technologies, 
the balance of power is shifting eastward. 
The People’s Republic of China (PRC), 
once “the workbench of the world”, is 
transforming itself into a serious competi-
tor in the development of future key tech-
nologies. Especially in the field of AI, Chi-
na’s ambitious activities receive widespread 
attention. The country is continuously 
gaining on the current leader, the US, and 
plans to become the world’s “Premier AI 
Innovation Center” by 2030.

Although the full potential of AI has yet to 
be revealed, it is already being touted as the 
“new electricity”. It is expected that AI will 
raise efficiency and precision across multi-
ple sectors and could thus significantly 
boost societal wealth and national security. 
At the same time, fundamental issues arise. 
The transformation of labor markets, the 
diminishing human control over critical 
decision-making processes, the increasing 
influence in society of those who develop 
and deploy AI, and the resulting changes to 
the global balance of power are predictable 
effects of AI that have yet to be adequately 
explored.

Countries like Canada, Russia and the 
United Arab Emirates (UAE) have already 
identified AI as a key technology for the 
future. This is reflected, for instance, in the 
targeted efforts at industrial development 
and the formation of new structures, such 
as the UAE’s appointment of a Minister of 

AI in 2017. However, currently, the US re-
tains an edge in the global advancement of 
AI, closely followed by China.

In order to assess China’s ambitious prog-
ress in the field of AI, therefore, it is neces-
sary to grasp the country’s capacity for in-
novation and its ambitions. According to 
Russian President Vladimir Putin, “who-
ever becomes the leader in this sphere [AI] 
will become the ruler of the world”.

From Imitation to Innovation
Since 1978, when China’s leader Deng 
Xiaoping announced the “Open Door Pol-

icy”, signaling the start of the reform era, 
China has been transformed from a sealed-
off agricultural society into the world’s sec-
ond-largest national economy. It should be 
remembered, however, that its imposing 
economic growth was largely generated 
through a surplus of cheap labor and the 
transfer and imitation of technologies. 

The Chinese government hopes that with 
its “Made in China 2025” program, it can 
eventually become a leading industrial 
power. In the future, it is hoped, “Made in 
China” will no longer be a byword for imi-
tation and cheap, mass-produced goods, 

AI program AlphaGo beating one of the world’s best player of the board game Go in March 2016 is 
already today considered a landmark in the development of artificial intelligence. Kim Hong-Ji / Reuters



© 2018 Center for Security Studies (CSS), ETH Zurich� 2

CSS Analyses in Security Policy � No. 220, February 2018

but will stand for innovation and high-
quality products. The program is part of 
China’s broader goal to become an “inno-
vative nation”, as was already stated in the 
2006 National Medium- and Long-Term 
Plan for the Development of Science and 
Technology. The current 13th Five-Year 
Plan (2016 – 2020) is another example of 
how this goal is prioritized at the highest 
Party levels. 

This is a crucial development, not only in 
economic terms but also when it comes to 
the modernization of the People’s Libera-
tion Army (PLA). At an event attended by 
lawmakers of the PLA in 2017, President 
Xi Jinping stressed that science and inno-
vation were the keys to China’s military 
upgrading.

In order to build up an indigenous innova-
tion capacity, China has been constantly 
raising its research and development 
(R&D) budget. In terms of overall expen-
ditures, it is only surpassed by the US today. 
The government also fosters specific high-
tech industries such as aerospace, quantum 
technology, and robotics. At the same time, 
since 1999, the “Go Out” strategy has en-
couraged companies and investors to ex-
pand and invest in overseas markets.

Reforms have laid the groundwork for the 
creation of private technology companies 
that are now competing on an equal foot-
ing with leading Western companies. In 
addition to established market players like 
internet and AI giants Baidu, Alibaba, and 
Tencent, China’s corporate landscape also 
features a dynamic start-up scene. Already, 
one in three “unicorns” (up-and-coming 
corporations with a market value of over 
US$1 billion) are Chinese companies.

However, China still lags behind other 
countries like the US in several sectors, in-
cluding the semiconductor industry. In 

other areas, however, such as telecommuni-
cations and e-commerce, China has already 
developed a remarkable degree of innova-
tion power. Today, the main question is not 
whether the country can be an innovator, 
but how innovative it will be when it comes 
to key future technologies.

A Global AI Power in Three Steps
In 2016, to the surprise of many, the Alpha 
Go computer program, developed by 
Google DeepMind, managed to beat pro-
fessional Go player Lee Sedol at this com-
plex strategy board game. Experts had be-
lieved that the development of a program 
that could master the game of Go was still 
years in the future. In retro-
spect, Lee Sedol’s defeat to Al-
pha Go is seen as a major wake-
up call for China’s leadership, 
which proceeded to declare AI 
a national priority. In July 2017, 
the PRC’s State Council re-
leased the Next Generation Artificial In-
telligence Development Plan (AI Plan), a 
comprehensive, all-of-nation strategy to 
advance the development of AI in China in 
three major steps: catching up with the 
West by 2020, overtaking it by 2025, and 
becoming the global leader by 2030. The 
document lists a number of ambitious tar-
gets but remains vague when it comes to 
strategies for achieving them. However, the 
plan’s main purpose is to show that AI is a 
top priority for the highest level of the 
Communist Party’s leadership. Thereby, an 
industrial development that is already un-
derway should be accelerated.

The Chinese government perceives AI as 
an opportunity to leapfrog foreign compet-
itors. To this end, the domestic AI sector’s 
innovation capacity is supported with sub-
stantial financial resources for R&D. Train-
ing of new AI talents is set to begin already 
in primary school and will be intensified at 
the country’s universities. On the other 

hand, the plan is for international AI re-
sources to supplement China’s indigenous 
innovation capabilities. The “Go Out” 
strategy incorporates mergers and acquisi-
tions, venture capital and the establishment 
of overseas research and development cen-
ters. (see map).

The plan stipulates the introduction of AI 
across the economy and society including 
in manufacturing, the judicial system, and 
public safety. Another aspect of the AI 
Plan covers the technology’s military appli-
cations. Though the PLA so far has no of-
ficial AI strategy, the urgency of rapidly 
and comprehensively adopting AI is ac-
knowledged by its leadership. The PLA is 
already funding several research projects 
involving AI. Specifically, AI could be de-
ployed for applications including data fu-
sion and analysis, command-level decision 
support, swarm intelligence and the devel-
opment of AI-equipped weapons. Looking 
forward, China’s ambitious innovation ef-
forts and resources could prevent the US 
from developing an uncontested edge in AI 
and therefore have significant strategic im-
plications. 

The AI Plan also includes a critical review 
of China’s weaknesses. For instance, there 
has so far been no breakthrough in the de-

velopment of high-end AI chips, which are 
required to train algorithms through ma-
chine learning. There is furthermore a se-
vere shortage of experienced AI talents in 
China, a fact reflected in the aggressive re-
cruitment strategies of Chinese companies 
both domestically and overseas. 

No Paper Tiger
Half a year after the release of the AI Plan, 
first implementation steps were undertaken. 
In December 2017, the Ministry for Indus-
try and Information Technology (MIIT) 
issued a detailed action plan to foster the 
development of AI from 2018 to 2020. The 
plan outlines four major tasks for this pe-
riod. First, the plan formulates concrete 
targets for the development of “smart prod-
ucts” in eight categories. These include, for 
example, networked vehicles, intelligent 
service robots, and video image identifica-
tion systems. Second, the hard- and soft-
ware basis for the AI industry should be 
strengthened by achieving first break-

Artificial Intelligence and Machine Learning
Artificial intelligence (AI) is the ability of a system to fulfill tasks that would ordinarily require 
human intelligence. The concept is frequently linked to systems imbued with capabilities linked to 
“intelligence”, such as learning, planning, and the ability to generalize. There is as yet no generally 
accepted definition of “AI”.
A distinction is generally made between narrow and general AI. Narrow AI is able to carry out a 
specific task, such as translation between languages. General AI would have the same cognitive 
powers as the human mind and would be able to solve a variety of tasks. All existing AI applica-
tions, without exception, are regarded as narrow AI.
Machine learning enables systems to learn without being explicitly programmed. Based on 
algorithms and huge datasets for training, systems learn to recognize patterns that had not 
previously been defined. The “knowledge” thus acquired can then also be applied to new data.

AI is a top priority for the  
highest level of the Communist 
Party’s leadership. 
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throughs in “core foundations” like neural 
network chips. The third task is to foster 
the development of “intelligent manufac-
turing”, while the fourth is to build a public 
support system, for example, by accelerat-
ing the development of an “intelligent 
next-generation internet”. 

The action plan overlaps with other mea-
sures. In 2017, the Ministry of Science and 
Technology issued a call for tenders for 13 
“transformative” technology projects that 
are privileged as recipients of state funds 
and should be realized by 2021. One of 
these projects is the development of an AI 
chip that should specifically be more pow-
erful than one product offered by US chip-
maker Nvidia. One month later, Baidu, 
Alibaba, Tencent as well as iFlytek, a lead-
ing company in speech recognition tech-
nology, were chosen as the first members of 
the “AI National Team”. The aim of the 
team is to advance the implementation of 
AI in certain priority areas, such as autono-
mous driving. China also builds up a com-
prehensive AI infrastructure. In January 
2018, the Xinhua news agency reported the 
construction of a gigantic new AI campus 
in Beijing that will accommodate up to 400 
companies.

Internationally, Chinese AI companies 
continue to expand. In 2017, Baidu an-
nounced the opening of its second AI re-
search facility in Silicon Valley, while Ten-
cent stated its plans for a new research lab 
in Seattle. Another remarkable develop-
ment has been the acknowledgement of 
China’s efforts by Western companies. 
Google, which now brands itself an “AI 
first company”, is building an AI center in 
Beijing to recruit talent there. This step is 
all the more remarkable when one consid-
ers that some of Google’s core services, 
such as its search engine, have been blocked 
in China since 2010.

A Favorable Starting Point
China’s AI ambitions must be analyzed in 
a differentiated manner, given the existing 
weaknesses and previous obstacles in the 
area of technological innovation. However, 
the PRC has several resources at its dispos-
al that are especially well suited to the de-
velopment and implementation of this 
technology.

The close ties between the government and 
private companies that are leading AI de-
velopers are a crucial factor in the realiza-
tion of China’s strategic goals. In develop-
ing AI, China is relying heavily on the 
concept of military-civil fusion (MCF), a 

“national strategy” since 2013, which blurs 
the lines between civilian and military sci-
ence and technology resources. Linking in-
stitutions such as the PLA, private compa-
nies, and academic institutions should 
foster the development of dual-use tech-
nologies and thereby accelerate at the same 
time China’s military modernization pro-
cess and its economic growth. Such an ap-
proach could give China an important edge 
in dealing with states such as the US, where 
the private sector’s market-oriented port-
folios are more clearly distinct from the 
government’s strategic interests.

A substantial part of ongoing research in 
the field of AI is published in open-source 
publications. This is an important differ-
ence when compared to other sensitive 
technologies, such as nuclear energy. There-
fore, AI research in China benefits from 
the advances of companies and research 
groups worldwide.

China has the largest number of internet 
and smartphone users and only weak data 
protection rules, so the country has tre-
mendous volumes of data at its disposal. 
These are indispensable for training algo-
rithms through machine learning. Looking 
beyond data privacy, the rela-
tively weak regulatory environ-
ment in China and limited con-
cern for ethical considerations 
are also advantageous when it 
comes to the rapid implementation of new 
technologies, transforming the Chinese so-
ciety into a gigantic test bed for AI applica-
tions.

Already today, AI is omnipresent in public 
life in China, especially in the area of pub-
lic safety. Social stability and control are to 
be further tightened through widespread 

deployment of facial recognition software. 
Such software is already used in millions of 
surveillance cameras. On the one hand, 
such AI applications can help improve 
public safety, for example by assisting the 
police solve criminal cases faster. On the 
other hand, they facilitate increasingly 
close surveillance of the population and 
impose further limitations on personal pri-
vacy. Political scientist Sebastian Heilmann 
has coined the term “digital Leninism” to 
describe the Chinese government’s strate-
gy of exploiting AI and big data in a tar-
geted manner for social control and na-
tional economic coordination, and has 
raised concerns over the possible conse-
quences if this model were to spread inter-
nationally.

A New Technology Race?
The US has so far largely been reactive in 
its response to China’s AI ambitions. It has 
focused on obstructing Chinese invest-
ment in its own AI sector instead of foster-
ing the US’s potential and expanding its 
current technology lead. Former US presi-
dent Barack Obama identified AI as one of 
the key challenges for the next administra-
tion. But the National Artificial Intelli-
gence Research and Development Strate-

gic Plan, which was published in 2016 and 
resembles China’s AI Plan, was shelved as 
soon as US President Donald Trump took 
office. While the new National Security 
Strategy references AI as a technology of 
strategic relevance to US national security, 
there is still no comprehensive vision of 
how the technology should be developed 
and used. As a result, the trajectory of AI 

Selected Chinese AI Companies, Projects and Cooperations

Already today, AI is omnipresent 
in public life in China.
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development in the US is currently being 
guided by tech companies.

Corporations such as Google, Amazon, 
and Facebook are largely responsible for 
the US’s current competitive edge in the 
field of AI. According to the US-China 
Economic and Security Review Commis-
sion, the US remains the leader when it 
comes to the amount of funding provided, 
the number of AI firms and the number of 
patents filed. US companies such as Nvidia 
and Google also have a leading edge in 
manufacturing the most powerful AI chips. 
China has already overtaken the US in 
terms of publication volume in the field of 
AI but measured by the number of cita-
tions, research results coming from China 
still have a lower impact. Moreover, most 
experienced AI talents remain employed in 
the US. 

However, that competitive edge is being 
blunted. One reason is to be found in 
Washington’s political decisions. Science 
and technology are increasingly being dis-

regarded at the government level, hamper-
ing the development of an AI strategy and 
the preservation of the US’s technology 
lead. For instance, the Office of Science 
and Technology Policy, which advises the 
president on the effects of science and 
technology on national and international 
affairs, has been shrunk to one third of its 
former staff. At the same time, the restric-
tive migration policy pursued by the cur-
rent president creates additional obstacles 
when it comes to meeting the growing de-
mand for AI talents. Already, Chinese 
companies are seizing on this opportunity 
to recruit the most talented experts for 
themselves.

In parallel with these developments, the 
US military is struggling to stem the ero-
sion of its technological edge. It had al-
ready identified AI as a key technology for 
preserving that advantage in its Third Off-
set Strategy of 2014. However, due to a 
risk-averse innovation culture, the bureau-
cratic hurdles in procurement processes, 
and the fact that it is simply not an attrac-
tive employer for the best qualified AI tal-
ents, the US military is experiencing diffi-
culties in keeping up with developments in 
the commercial sector, and with the ambi-
tions of other countries. Since a linkage of 
private and state resources, as practiced in 
China, is inconceivable in the US, initia-
tives such as the Defense Innovation Unit 
Experimental (DIUx), created by former 
defense minister Ashton Carter, serve as 
important models for acquiring certain 
commercial technologies for military ap-
plications. 

There is also growing concern in Washing-
ton over AI assets in the US being acquired 
by Chinese actors and the lack of equal 
market access for US investors in China. 
Growing investments in US AI firms, close 
links between the private sector and the 
state, and China’s strategy of using civilian 
technologies also for military applications 
have contributed to a new law being draft-
ed in the US. The Foreign Investment Risk 
Review Modernization Act calls for re-
forming the Committee on Foreign In-

vestment in the United States. Based on 
national security considerations, foreign 
investments in US companies developing 
critical technologies such as AI should be 
subjected to stricter controls.

The enormous potential of AI, the private 
sector’s leadership role in technology de-
velopment, and the increasing interest of 
states in AI have created a new field of ten-
sion between national security and free 
market ideology. Control of AI resources is, 
however, significantly hampered by the 
mobility of AI talent and capital, the pub-
lication of research results, and the intan-
gible nature of the software components of 
AI. Moreover, for many foreign tech firms, 
the Chinese consumer market is an in-
creasingly attractive target.

While the US is still the leader as mea-
sured by many AI indicators, China’s ambi-
tions should not be underestimated, given 
the considerable state support for the ad-
vancement and use of national and interna-
tional AI innovation resources. Other en-
abling factors include the close linkage of 
private and state actors. However, in the 
long term, China might benefit not only 
from its own efforts but also from the fact 
that the US lacks an AI strategy of its own. 
The decline of openness of the US innova-
tion system and disregard for the impor-
tance of promoting science and technology 
research and education could tilt the bal-
ance of power in the development of key 
technologies further towards China.

If the PRC’s ascent to become an “AI su-
perpower” is successful, the implications 
for the international community will be 
significant. It remains to be seen, however, 
whether China will shape this develop-
ment in a cooperative or a confrontational 
manner.

Sophie-Charlotte Fischer is a PhD student at the 
Center for Security Studies. Her dissertation looks 
at the role of the private sector in the development 
of emerging dual-use technologies, regulatory 
models for military AI applications, and the 
strategic development of AI in China and the US.

Implications for Switzerland
With its leading polytechnic universities and 
as a location for established and emerging AI 
companies, Switzerland is well positioned to 
help shape the future of AI actively. 
However, in view of these resources, Swiss 
politicians should be especially proactive in 
seeking out a discourse with various 
stakeholders and population groups on the 
safe and ethical development of AI. This 
debate should be reflected in the training of 
new AI talents at Swiss universities, but also 
in the business practices of companies that 
are based in Switzerland. 

Due to the globalization of the economy, the 
educational landscape, and labor markets, it 
is worth discussing the effects that the 
education of international AI talents in Swiss 
universities, foreign investment in Swiss 
firms, and technology transfers have on the 
civil and military resources of other 
countries. These effects must be investigated 
and their compatibility with Switzerland’s 
values and interests confirmed. 
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