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 CSBMS

check this one out to see 
what has changed recently

(so you don’t have to re-read
the full site every time...)

slides
marked

with

Talk to me if
you have doubts!

2



(may be slightly readjusted in
the course of the semester)

Progression

Difficulty

Easy

Tricky
High mark

Low mark

Corollary:
the number of good

answers is not
immediately related

to the mark...

PHIL’S TIPS FOR ORAL EXAMS:
(1) leave your emotions behind
on entrance (e.g. nervosity) and

take them back on exit (e.g.
happiness, disappointment)

(2) never self-assess in the course
of the exam (e.g. little voice that
whispers you are doing badly): 

stay focused and give all you can!
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starting from the second to the 
before-last semester week

 must be done in sequence
+ don’t miss one (especially of ex 1-3)

 later run your own simulations
using GROMOS

 or with other packages (GROMACS, CHARMM,
AMBER, NAMD, ...) as the basic principles 

underlying all condensed-phase (bio)molecular
simulation programs are the same

the 2-3 pages max is rather to
protect you from “overwork” !!!

the scripts end with a number of “thinking questions” –
try to answer them, but don’t worry too much if you cannot

answer them all (it is about thinking, not about completeness)

the main goal of the reports is 
not assessment: it is about

considering / interpreting / questioning
your raw computer outputs
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Workstation

Login Node

Execution Nodes

Local storage

Beaver storage
(scratch)

ssh

qsub

computer room
HCI D267.4

beaver cluster
HIT D13

scp

sshfs
or

CSCBP student

Reserved in first
priority for you over

the teaching semester! Node:
16 processors

and  32 Gb memory

Week 1

General principle
(there may be variations)

Two-hour block HCI D267.4

SET UP

7 days

Run on beaver Week 2

ANALYSIS
+ DISCUSSION

Two-hour block HCI D267.4 max 7 days

REPORT

Advice: make exercises individually at the computer,
even if you make a group of two for the report
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ssh user@realbeaver.ethz.ch

via

e.g.

ssh user@slab[1-4].ethz.ch

ssh user@slabhcib[002-041].ethz.ch 

entirely free ! www.gromos.net

... how easy it is in practice depends
a bit on your computer setup

(and the GROMOS team does not
provide support for that – so, try & see)

Philippe
Hünenberger

Sadra
Gheta

Shuzhe
Wang

Alzbeta
Kubincová

Thomas
Stadelmann

Stephanie
Linker

Carmen
Esposito
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CSCBP lecture IGC group meeting

Informatik I

A 12:45-14:30

B 16:00-17:45

C 09:45-11:30

D 12:45-14:30

E 09:45-11:30

APC++

CSCBP

16:45-17:30

A 07:30-09:30 B 07:30-09:30

two

M
O

R
N

IN
G

N
O

O
N

A
N

FE
R

N
O

O
N

EV
EN

IN
G

... sessions need to
finish in time !!!
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~200 pages of 
«IKEA manual»

The assistants cannot lead their sessions
efficiently if everyone comes at a random
time-point within the first 20 minutes !!!

Booklet distributed
at semester start

(+individual pdf’s on
web page [same content])

The time to read during the exercise sessions is relatively
short, an a quick browsing in advance will already give you

an idea of the overall exercise principle
(this is especially important for the first two series!)

... was a lot
of work!

«locked» documents:
use your n-ethz

password

coming
soon

HS18, HS19:
booklet
from the

start!

after each
lecture
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QUESTIONS?

P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45-11:30 a.m.

HCI D2
LECTURE 1 (WEEK 1):

Introduction
Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP
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Every attempt to employ mathematical methods in the study of chemical
questions must be considered profoundly irrational and contrary to the

spirit of chemistry. If mathematical analysis should ever hold a prominent
place in chemistry - an aberration which is happily almost impossible - it

would occasion a rapid and widespread degeneration of that science.

(although... in the big-data era...
I am sometimes wondering if there is
not still a little bit of truth in there...)

be
hungry

look
unhappy

cry
a bit

cry
really loud

don’t wait till 
you are hungry…

cry
really loud

crying loud
is the key
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thousands of
experiments

(e.g. combinatorial
chemistry)

MODEL thousands of
simulations

essential physics
+ approximations
and parameters

e.g.

e.g.

instead of

e.g.

e.g.

e.g.

= key 
slides

in complement to

e.g. modeling in industry

e.g. modeling in academia

but: a lot of
chemistry deals with

liquids, solutions 
& (bio)polymers !

e.g.
Führungssimulator

in Kriens
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Experiment Classical simulations

with current computers

Length :

Time :

Length :

Time :

high resolution / instantaneous
small scale

elementary physics
approximate

low resolution / averaged
large scale

complex physics
true

femto-
second (fs)

nano-
meter (nm)

micro-
second ( s)

total transparency
(of the output)

single-atom spatial resolution
femtosecond time resolution
direct access to the instantaneous
atomic coordinates/velocities/energies
no implicit averaging over 
molecules and time

permits (in favorable circumstances) 
the detailed interpretation of 
experimental observations

at atomic and quasi-instantaneous 
resolution

absolute freedom
(in the procedure)

unphysical equations of motion OK
weird statistical mechanical ensembles OK
inclusion of artificial forces OK
paths relying on alchemical processes OK
...

permits to carry out 
"impossible" experiments

gives room to "improve“
on Nature's way

(e.g. in terms of sampling speed)
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molecules in the gas phase:

crystals:

liquids/polymers:

molecules in solution:

proteins:

nucleic acids:

lipids:

carbohydrates:

(*) important 
for industry

Question:
Who is the brains

of the gang ?
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The simulation reproduces
available experimental data

The mechanism can be 
understood at the molecular
level

Knowledge of the mechanism
permits qualitative predictions

The model is so good that 
quantitative predictions can 
be made

NEW MOLECULES

Will this ever happen for molecular simulations ?
Possibly:

Possibly not:

increasing
accuracy

simulation matches
experiment

simulation explains
experiment

simulation guides
experiment

simulation predicts
experiment

Note: in the “big-data”
era, more emphasis

is often placed on purely
predicting relative

to explaining/guiding
(not a healthy trend

in my opinion!)

FURTHER
PREDICTIONS

INSIGHT AT
MOLECULAR

LEVEL

essential physics,
approximations,
parameters

model must 
be refined !

As computers get faster
(larger systems, longer 
simulations, more complex
problems), models are 
continuously challenged:
refinement is a never-ending
process and goes on over
decades !
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degrees of freedom

interaction boundary conditions

generation of configurations

1) INTRODUCTION

choice of the degrees of freedom

2+3) INTERACTION (FORCE FIELDS)

3+4) GENERATING CONFIGURATIONS 5) BOUNDARY CONDITIONS
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6) ELECTROSTATIC INTERACTIONS

7) ANALYSIS OF SIMULATIONS

8-9) FREE ENERGY CALCULATIONS

10-14) SPECIAL TOPICS

one of these
(possibly)

degrees of freedom

interaction boundary conditions

generation of configurations
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QUANTUM MODELS CLASSICAL MODELS MESOSCOPIC/CONTINUUM
MODELS

lowest
resolution

highest
resolution

FE (conserv. + transp.)

atom groups
( residues)

IMPLICIT

intramolecular 
dof

( molecules)

intramolecular 
dof

( "particles")

granularity
of matter

( densities, 
fluxes and fields)

RESIDUE-
BASED

MODELS

SD

BD, DPD

RIGID-
MOLECULE

MODELS

MESOSCOPIC
MODELS

CONTINUUM
MODELS

MD, SD

nuclei ( atoms),
all photons
beyond IR

IMPLICIT

(non-polar)
hydrogen

( united atoms)

atom groups
( beads)

solvent

MOLECULAR
MECHANICS

COARSE-
GRAINED
MODELS

MOLECULAR
MECHANICS

(IMPLICIT SOLVENT)

MD

MD

MD

SD

MOLECULAR
MECHANICS

(UNITED ATOMS)

all electrons, medium
energy UV/Vis photons

(Born-Oppenheimer)

IMPLICIT

nucleons,
-rays

core electrons,
high energy

X-ray photons

solvent

QUANTUM
CHEMISTRY

(GROUND STATE)

QUANTUM
CHEMISTRY

(IMPLICIT SOLVENT)

rel. TDSE (Dirac)

TDSE

TISE (elec.)
TDSE (nucl.)

TISE (elec.)
TDSE (nucl.)

QUANTUM
MECHANICS

QUANTUM
MECHANICS

STANDARD
MODEL

TDSE / TISE: 
Time-(in)dependent

Schrödinger equation

resolution
types of phenomena
Hamiltonian (operator or function)

intrinsic computational cost

currently
not feasible

FASTER
COMPUTERS

increasing resolution
and Hamiltonian cost

increasing system size and 
number of configurations

quantum chemistry

classical atomistic
simulations

coarse-grained,
mesoscopic or

continuum models

intrinsic computational cost 

required system size
required number of configurations
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megaflop

gigaflop

teraflop

Moore’s law 
by a factor 10 every 6 years

[verified over the past four decades – future ?]

Now reached:
petaflop
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molecular calculations/simulations

quantum-chemical
calculations

classical atomistic
simulations

coarse-grained, mesoscopic
or continuum models

Not the goal of this course but
good to have minimal knowledge Goal of

the course

From next lecture
onward...

... towards last
lecture

Mentioned at
the end brief (qualitative) overview

For more
info

Prof. Reiher

In principle
not classical!

In practice

classical description more appropriate 
clearly inappropriate 

Goal of this overview:

WHICH ONES
AND WHY

 not exam material !

 refreshing overview
if you already know, or
sketchy introduction
if you have no clue

 understand the flow,
forget about the

equations...

Generation

I (usual)

II

III

+ 6 anti-quarks + 6 anti-leptons gravitationmass-giver

electroweak

strong

actually not
in the standard

model

exotic

Fermions spin 1/2
spin 0 (g, ,Zo,Ho), 1 (W+,W-) or 2 (G)

Major problems of the model
 remarkable account

of experiments
 cannot be the end of the story: 

incompatible with general relativity,
which also gives remarkable
account of other experiments

~1960-1975
Glashow, Salam

& Weinberg
(following work of
Dirac, Feynman,

Higgs, ...)

(existence proved
in 2012 in CERN/LHC)

Bosons
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gluon the strongest but shortest-ranged (~fm)
interaction in nature

the weak interaction is short-ranged (~fm)
as well, but much weaker; it plays a role in

radioactive decay processes

e.g.

Zo,W- and W+ bosons

graviton [?] longest-ranged (~r -1)
but weakest interaction

only sensitive to weak and
gravitational interactions

exotic and unstable

photon

nuclei photons electrons

electromagnetic interaction

its contribution is entirely
negligible between

particles/atoms/molecules –
only worth considering between

macroscopic assemblies !

u: charge 2/3
d: charge -1/3

N
electrons

M
nuclei

... M

x y z

... N

i i i i ix y z i

complex,
normalized

t d d t

t

t
e.g.

with terms
for

d d t t t t

particles in fast
motion relative to
the speed of light

relativistic

tt t i
t
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e.g.
t

t T t

dT tT t i
dt

dT t E T t i T t
dt i

E

time
domain

solution
i tT t e

E

coordinate
domain

d d

ie

N M

i

N

i
ie

N N

i j i

M

M M

o o

o

ij

i

m

Q

Qe
r

m

Q
rr

e

kinetic energy
of the nuclei

Coulombic interaction
of the nuclei

Coulombic interaction
of the electrons

kinetic energy
of the electrons

Coulombic interaction
nuclei-electrons

e.g. already from
previous level
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d d

E1

E2

E3

E4

1,1

2,1 2,2

3,1

4,1 4,2 4,3

E with

infinite set of
discrete eigenvalues

associated (possibly
degenerate) eigenvectors

nE n m

e.g. ,

E1

E2

E3

1s

0

E4

2s

3s

2px 2py 2pz

3px 3py 3pz 3dxz 3dyz 3dxy 3dz
2 3dx

2
-y

2

First solution:
Pauli (1926)

E

nuclei are quasi motionless

e e eV
set of solutions for the 
electronic energy levels
{Vk( )} corresponding to a 
given  nuclear configuration

Born & Oppenheimer
(1927)

e k n kl

(e.g.
Øyvind Burrau

(1927)

e k

further noted

k
electrons relax instantaneously

n n nE
set of solutions for the 
rotational/vibrational energy 
levels {Ekl} corresponding to a 
given electronic energy level k

for a
given k
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etc…

Pauli
(1927)

Hartree, Fock, Slater
(1930-1935)

N N

N

N

NN

N

N

j occup
j

e
j

i d
J KF h

Core operator:
Kinetic energy + interaction 
with nuclei

Coulomb operator:
Coulombic interaction with electron 
in occupied spin-orbitals j

Exchange operator:
Reduction of the Coulombic
repulsion with electron in occupied
spin-orbital j (only if same spin as i )

h

jJ

jK

all pairs

same
spin only

i i iF i

the Fock operator depends on
all occupied spin-orbitals { j i}

i.e. we have to say which
spin-orbitals are occupied

e.g. closed-shell
with doubly-occupied
molecular orbitals

i r

« »

rather:
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i icr r

molecular orbitals

F d F S d

Fock matrix    coefficient matrix    overlap matrix     energy matrix
{F }                 {c i}                        {S }                   { i ij}

Roothan & Hall
(1951)

 the birth of 
COMPUTATIONAL

QUANTUM CHEMISTRY!

continuous
discrete

electrons tend to avoid each other dynamically

average field

See also:
coupled cluster (CC)

electron correlation can be partly reintroduced as
a post-Hartree-Fock correction

computationally expensive, unfavorable scaling with system size,
but (unfortunately!) absolutely necessary for many problems !
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Hohenberg & Kohn
(1964)

4N-dimensional 3-dimensional
r

Kohn & Scham
(1965)

n c xcV T E E E X[ ] is a functional of if X is fully determined
by the knowledge of (r) over all space

(2) Time-independent Hamiltonian
(3) Isolated system / pure-electrostatic

interaction
(4) Born-Oppenheimer approximation

(5) Neglect electron correlation
Parity constraint

Variational principle
Specific electronic configuration

Kohn-Sham theorem (variational)
Approximate exchange-correlation
Slater-determinant approximation

Basis-set expansion

(6) Basis-set expansion

Override (5):
reintroduce some

electron correlation

Simplify
Parametrize

r
Hohenberg-Kohn

theorem

t
(1) Simplified particle model

25



all methods assumed as fast at this point

MP4,CISDT
O[N7]

MP2,CISD
O[N5]

Semi-empirical, local DFT
O[N3]

Hartree-Fock
O[N4]

Classical simulations
O[N2] – O[N]

(multiplicative factor for the 
number of atoms in the system)

pairwise
interactions…

…of limited
range

Approximate
linear-scaling DFT
is also a “hot” area 

nowadays –
but the prefactor to the
O[N] is still very high!

the art of mastering approximations to achieve
a good trade-off between accuracy and computer time

for a given molecular system (and its relevant properties)

the art of mastering approximations to achieve
a good trade-off between accuracy and computer time

for a given molecular system (and its relevant properties)

intuitive
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the chemical world is described by quantum mechanics
 hope to obtain exact solutions

ab initio methods  full specification needs only:

- number and types of nuclei (mass, charge, spin) 
- nuclear coordinates
- number of electrons and electronic configuration
- physical constants

require including electron correlation
and using large basis sets

condensed-phase systems i.e. most of 
(bio)chemistry

 calculation of thermodynamic properties through statistical mechanics
 bridge with experimentally-accessible timescales (now or near future)

 access to (bio-)macromolecules in solution

 almost correct dynamics at the atomic level

 X-ray diffraction (crystals)
 NMR (solutions)

(structure and dynamics
at atomic resolution)

 need for hybrid
methods
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solid liquid

~ 10 CPU days ~1012 times slower than nature…

Monte Carlo
is older...

Adler
& Wainwright

as fast as nature…

protein folding (?)

my retirement…

• Scientists are impatient – they want answers now !
• There may be a limit to the speed of computers ...
• How to get the starting configurations ? 
• Are the classical models sufficiently accurate at all ?

28



ExperimentatorChip designers

Simulator

Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP
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GRO MO S

degrees of freedom

interaction

boundary conditions

generation of 
configurations

(UNITED-)ATOMS
(solute & solvent)

rU UClassical potential energy
function or "force field"

Non-bonded termsCovalent terms

bond
stretching

bond-angle
bending

torsional
dihedral

improper
dihedral

van der Waals
interactions

electrostatic
interactions

all atom pairs 
in the system

PERIODIC
BOUNDARY CONDITIONS

+ EVTL. BAROSTAT
OR/AND THERMOSTAT

time t

time (t+ t)

force

velocity

coordinate

t ~ fs

Classical equations 
of motion (Newton)

UF r

a M F
tv a 
tx v 

H U Kr p r p
TK p M p

30



http://www.gromos.net

a simulation program

set-up and analysis tools

a force field

distributed with source

free software
(just register for

a no-cost license)

very reliable, but at
present, not the fastest

program around 
(e.g. GROMACS is faster,

but also significatly
more “buggy”...)

http://www.csms.ethz.ch/education/CSCBP

...

see «Wilfred van Gunsteren and GROMOS» under downloads

As a CSCBP tribute, the following
slides are still the original

“vintage” slides of Wilfred...
(only with a few added comments)
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topology
md engine

configuration

input
leia:~> md
# topology data
@topo filename 
# coordinates 
@conf filename
# input parameter 
@input filename 
# output final coordinates
@fin filename 
# output coordinates trajectory 
@trc filename
# output energy trajectory 
# @tre filename 
# position restraints specification
# @posresspec filename

# input files
# output files

Main focus
of exercises 1 and 2

Main focus
of exercise 3

Progressively understood
throughout exercises 1-6

+ Trajectory
analysis

Progressively understood
throughout exercises 1-6Legend:

TITLE
MAKETOP topology, using:
mtb54a7.dat
ifp54a7.dat
Force-field code: 54A7
END

Prominently: make_top
(not used in exercise 1 

but afterwards)
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PHYSICALCONSTANTS
# FPEPSI: 1.0/(4.0*PI*EPS0) (EPS0 is the permittivity of vacuum)
138.9354
# HBAR: Planck's constant HBAR = H/(2* PI)
0.0635078
# SPDL: Speed of light (nm/ps)
299792.458
# BOLTZ: Boltzmann's constant kB
0.00831441
END
[...]
ATOMTYPENAME
# NRATT: number of van der Waals atom types
54
# TYPE: atom type names
O
[...]
NUrea
CH3p
END

Determine the units... standard:
Length: nm
Time: ps
Mass: g/mol
Charge: e
Energy: kJ/mol
Temperature: K
Pressure: kJ/(nm3 mol)  16.6 bar
Angles: degrees (converted

internally to rad)

RESNAME
# NRAA2: number of residues in a solute molecule
5
# AANM: residue names
VAL
TYR
ARG
LYSH
GLN
END
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SOLUTEATOM
#   NRP: number of solute atoms

71
#  ATNM: atom number
#  MRES: residue number
#  PANM: atom name of solute atom
#   IAC: integer (van der Waals) 
#        atom type code
#  MASS: mass of solute atom
#    CG: charge of solute atom
#   CGC: charge group code (0 or 1)
#   INE: number of excluded atoms
# INE14: number of 1-4 interactions
# ATNM MRES PANM IAC     MASS       CG  CGC INE
#              INE14
[...]

11    2    N   6 14.00670 -0.31000  0  4 12    13    14    27
3    15    28    29

12    2    H  21  1.00800  0.31000  1  1    13
2    14    27

[...]
END

TYR

BONDSTRETCHTYPE
#  NBTY: number of covalent bond types
52
#  CB: force constant
#  B0: bond length at minimum energy
#         CB          B0
1.57000e+07 1.00000e-01
1.87000e+07 1.00000e-01
1.23000e+07 1.09000e-01
3.70000e+07 1.12000e-01
1.66000e+07 1.23000e-01 
[...]
END
BONDH
#  NBONH: number of bonds involving H atoms in solute
22
#  IBH, JBH: atom sequence numbers of atoms forming a bond
#  ICBH: bond type code
#   IBH    JBH ICBH 
[...]

11     12    2
16     17    3 

[...]
END

Bonds involving
hydrogen atoms

(comes directly from .ifp file,
i.e. not system specific !) 
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BONDSTRETCHTYPE
#  NBTY: number of covalent bond types
52
#  CB: force constant
#  B0: bond length at minimum energy
#         CB          B0
1.57000e+07 1.00000e-01
1.87000e+07 1.00000e-01
1.23000e+07 1.09000e-01
3.70000e+07 1.12000e-01
1.66000e+07 1.23000e-01 
[...]
END
BOND
#  NBON: number of bonds NOT involving H atoms in solute
49
#  IB, JB: atom sequence numbers of atoms forming a bond
#  ICB: bond type code
#    IB     JB  ICB 
[...]

27     28    5 
[...]
END

Bonds not involving
hydrogen atoms

(same block as on last slide) 

BONDANGLEBENDTYPE
#  NTTY: number of bond angle types
54
#  CT: force constant,T0: bond angle at minimum energy in degrees
#         CT          T0
[...]
# 10
4.25000e+02 1.09500e+02
4.50000e+02 1.09500e+02
5.20000e+02 1.09500e+02
[...]
END
BONDANGLE
#  NTHE: number of bond angles NOT involving H atoms in solute
64
#  IT, JT, KT: atom sequence numbers of atoms forming a bond angle
#  ICT: bond angle type code
#    IT     JT     KT  ICT
[...]
# 10

11     13     14   13
[...]
END

(comes directly from .ifp file,
i.e. not system specific !) 

Angles not involving
hydrogen atoms

(BONDANGLEH: involving
hydrogen atoms)
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IMPDIHEDRALTYPE
#  NQTY: number of improper dihedrals
5
#  CQ: force constant of improper dihedral per degrees square
#  Q0: improper dihedral angle at minimum energy in degrees
#         CQ          Q0
5.10000e-02 0.00000e+00
1.02000e-01 3.52644e+01
2.04000e-01 0.00000e+00
5.10000e-02 1.80000e+02
1.02000e-01 -3.52644e+01
END
IMPDIHEDRAL
#  NQHI: number of improper dihedrals NOT
#    involving H atoms in solute
21
#  IQ,JQ,KQ,LQ: atom seq. numbers of atoms forming an improper dihedral
#  ICQ: improper dihedral type code
#    IQ     JQ   KQ     LQ  ICQ
[...]

16     20     24     22    1
13     11     27     14    2

[...]
END

(comes directly from .ifp file,
i.e. not system specific !) 

Improper dihedrals not involving
hydrogen atoms

(IMPDIHEDRALH: involving
hydrogen atoms)

TORSDIHEDRALTYPE
#  NPTY: number of dihedral types
45
#  CP: force const.,PD: cosine of the phase shift, NP: multiplicity
#       CP        PD  NP
[...]
# 30

4.18000   1.00000   3
4.69000   1.00000   3
5.44000   1.00000   3
5.92000   1.00000   3

[...]
END
DIHEDRAL
#  NPHI: number of dihedrals NOT involving H atoms in solute
28
#  IP, JP, KP, LP: atom sequence numbers
#     of atoms forming a dihedral
#  ICP: dihedral type code
#    IP     JP   KP     LP  ICP
[...]

11     13     14     15   34
END

(comes directly from .ifp file,
i.e. not system specific !) 

Torsional dihedrals not involving
hydrogen atoms

(DIHEDRALH: involving
hydrogen atoms)
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LJPARAMETERS
#  NRATT2: number of LJ interaction types = NRATT*(NRATT+1)/2
1485
#  IAC,JAC: integer (van der Waals) atom type code
#  C12: r**(-12) term in nonbonded interactions
#   C6: r**(-6) term in nonbonded interactions
# CS12: r**(-12) term in 1-4 nonbonded interactions
#  CS6: r**(-6) term in 1-4 nonbonded interactions
# IAC  JAC           C12            C6    CS12           CS6

1    1  1.000000e-06  2.261954e-03  7.414932e-07  2.261954e-03
[...]
END

SOLUTEMOLECULES
# NSPM: number of separate molecules in solute block
# NSP[1...NSPM]: atom sequence number of last atom
# of the successive submolecules
#      NSPM  NSP[1...NSPM]

1     71
END

These are just used for
classification (or not used

at all). For use in temperature
or/and pressure control, see

blocks TEMPERATUREGROUPS
and PRESSUREGROUPS

(comes directly from .ifp file,
i.e. not system specific !) 

SOLVENTATOM
#  NRAM: number of atoms per solvent molecule
3
#     I: solvent atom sequence number
#  IACS: integer (van der Waals) atom type code
#  ANMS: atom name of solvent atom
#  MASS: mass of solvent atom
#   CGS: charge of solvent atom
#  I  ANMS IACS  MASS        CGS

1    OW   5 15.99940   -0.82000
2   HW1  21    1.00800    0.41000
3   HW2  21    1.00800    0.41000

END
SOLVENTCONSTR
#  NCONS: number of constraints
3
#  ICONS, JCONS: atom sequence numbers forming constraint
#   CONS constraint length
#ICONS JCONS         CONS

1    2      0.1000000
1    3      0.1000000
2    3      0.1632990

END
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topology
md engine

configuration

input
leia:~> md
# topology data
@topo filename 
# coordinates 
@conf filename
# input parameter 
@input filename 
# output final coordinates
@fin filename 
# output coordinates trajectory 
@trc filename
# output energy trajectory 
# @tre filename 
# position restraints specification
# @posresspec filename

# input files
# output files

TITLE
Solvating ../coord/peptide.cnf in spc.cnf
Box dimensions (cubic) were calculated from maximum
solute atom-atom distance (not rotated):

1.41551 between atoms 1:42 and 1:65
Added 865 solvent molecules
END
POSITION

1 VAL   H1         1   -0.344305342   -0.135185949    0.124481007
1 VAL   H2         2   -0.324119246   -0.007525893    0.024623263

[...]
1 SOLV  OW        72   -1.375019730   -0.116880247   -1.118649662
1 SOLV  HW1       73   -1.349965361   -0.020069275   -1.119966747
1 SOLV  HW2       74   -1.331102156   -0.161598224   -1.040718404

[...]
865 SOLV  HW2     2666   -0.263513130    0.913675353   -1.521003964

END
GENBOX

1
3.015511503    3.015511503    3.015511503
90.000000000   90.000000000   90.000000000
0.000000000    0.000000000    0.000000000
0.000000000    0.000000000    0.000000000

END

Atom/residue names are
redundant with topology file

and will be ignored !

Initial velocities are also
needed for a continuation run !
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topology
md engine

configuration

input

leia:~> md
# topology data
@topo filename 
# coordinates 
@conf filename
# input parameter 
@input filename 
# output final coordinates
@fin filename 
# output coordinates trajectory 
@trc filename
# output energy trajectory 
# @tre filename 
# position restraints specification
# @posresspec filename

# input files
# output files

SYSTEM
# NPM NSM

1 865
END
INITIALISE
# Default values for NTI values: 0
# NTIVEL    NTISHK    NTINHT    NTINHB

1         3     0         0
# NTISHI    NTIRTC    NTICOM

1         0         0
# NTISTI

0
#     IG   TEMPI
210185     298

END
STEP
# NSTLIM T   DT
10000  0.0 0.002

END
(initial time is just to have
correct times in the output

for continuation runs)
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MULTIBATH
# ALGORITHM:
#      0: use weak-coupling scheme
#      1:   use Nose Hoover scheme
#      2: use Nose Hoover chains scheme
# ALGORITHM

0
# NBATHS

2
# TEMP0(1 ... NBATHS)  TAU(1 ... NBATHS)

293   0.1     293   0.1
# DOFSET: number of distinguishable sets of d.o.f.

2
# LAST(1 ... DOFSET)  COMBATH(1 ... DOFSET)  IRBATH(1 ... DOFSET)

71     1      1  2666     2      2
END
BOUNDCOND
#     NTB    NDFMIN

1         0
END
COMTRANSROT
#     NSCM

1000
END

(Baths 1 and 2)

(solute coupled to bath 1) (solvent coupled to bath 2)

WRITETRAJ
# NTWX NTWSE NTWV NTWE NTWG NTWB
100  0     0    100  0    0

END
PRINTOUT
# NTPR: print out energies, etc. every NTPR steps
# NTPP: =1 perform dihedral angle transition monitoring
# NTPR NTPP
100     0

END
CONSTRAINT
# NTC

3
# NTCP  NTCP0(1)

1    0.0001
# NTCS  NTCS0(1)

1    0.0001
END
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FORCE
# NTF(1) NTF(2) NTF(3) NTF(4) NTF(5) NTF(6)
# bonds angles improper dihedral electrostatic vdW
0 1 1 1 1 1

# NEGR NRE(1) NRE(2) ... NRE(NEGR)
4    69     70     71  2668

END

PRESSURESCALE
# COUPLE   SCALE COMP    TAUP  VIRIAL

2       1 0.000917     0.5        2
# SEMIANISOTROPIC COUPLINGS(X, Y, Z)

1        1        1
# PRES0(1...3,1...3)
0.06102       0       0

0 0.06102       0
0       0 0.06102

END

PAIRLIST
# algorithm    NSNB   RCUTP   RCUTL    SIZE    TYPE

1       5     0.8  1.4     0.4       0
END

(pressure in
GROMOS units!)

NONBONDED
# NLRELE

1
#  APPAK    RCRF   EPSRF

0     1.4    66.6
# NSHAPE  ASHAPE  NA2CLC   TOLA2   EPSLS

3     1.4 2   1e-10       0
#    NKX     NKY     NKZ   KCUT

10      10      10    100
#    NGX     NGY     NGZ  NASORD  NFDORD  NALIAS  NSPORD

32      32      32       3       2       3       4
# NQEVAL  FACCUR  NRDGRD  NWRGRD
100000     1.6    0       0

#  NLRLJ  SLVDNS
0    33.3

END

POSITIONRES
#    NTPOR    NTPORB  NTPORS      CPOR

1         1    0       300
END
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leia:~> md @topo topo @conf conf @input input \
@fin fin @trc trc @tre tre > out

gromos++

topology
md engine

configuration

input

GROMOS manual

will be accessible to you as
pdf in the computer room D267.4
(check in the «computer setup»

document)
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GROMOS manual

doxygen html-based documentation

will be accessible to you as
web-document in the computer room

D267.4 (check in the «computer setup»
document)

The MD-simulation
engine
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doxygen html-based documentation

The setup and
analysis package

Example: analysis program “hbond”
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...to swim !
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P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45 a.m. – 11:30 p.m.

HCI D2
LECTURE 2 (WEEKS 2+3):

Force fields
Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

degrees of freedom

interaction boundary conditions

generation of configurations

ATOMS
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i.e.

iV V i Nr r

3N-dimensional
coordinate vector

3D coordinates
of the N particles

E.g.

V r

r

V r

r

V r

r

H V Kr p r p
N

i

i i

K
m
pp Kinetic

energy

(will be
discussed

later)

Hamiltonian
function

coordinates momenta

roughly: minus V tells
how «happy» the system

is in this configuration

internal (generalized) coordinate:
any function of the Cartesian 
coordinates of a all particles

(generally: of a small subset of atoms)
e.g. a distance, an angle, a dihedral angle...

E.g.

o b b ob b kV bb bk4 5

2-body     bonded harmonic spring
(harmonic form)

actual distance 4-5
in given configuration rb

reference
distance (parameter)

harmonic force
constant (parameter)

ob
bk

termsN
n t sV qV sqr

order of term 
(number of particles involved)

type of term 
(functional form)

internal coordinates
(derived from r)

parameters
(belong to force-field definition)

number of terms 
(there may easily be millions!)

due to pairwise atom-atom interactions
e.g. 104 atoms  ~0.5 108 pairs

47



they do not correspond to interactions found in nature, and are used for various “engineering” purposes
in simulations  when including such terms, the dynamics will be biased (non-natural)

, i.e. 
here, the peculiarity of the covalent bonding must be taken into account

the electron density between the nuclei
drives them to adopt specific bond

distances, angles, point geometries (e.g.
planar or tetrahedral) and torsional preferences

Example:
Glycerol triacetate

Reference atom
Close covalent neighbors quantum mechanics of covalent interactions

,
i.e.

here, we can consider a generic form of closed-shell interatomic interactions

at these covalent distances, the interaction
between atoms within the same molecule is about

the same as if they were in different molecules

Example:
Glycerol triacetate

Reference atom
Non-bonded neighbors

Non-bonded third neighbors
third neighbors are special: they are non-bonded
as well as covalent neighbors (discussed later)

quantum mechanics of closed-shell interactions

Non-bonded
terms

Covalent
terms

48



bV bb
o b

b o

b b b k

k b b

V

V
o

o

k

k

V

V
n n

n

n n

V k

nk

e.g.

V
o

o

k

k

V

TYPE GENERAL FORM EXAMPLE

 or ct bV various terms

el q qV rr
el

o

qV r

q r

q

q

TYPE GENERAL FORM EXAMPLE
q

q

vdW rVr
vdW r C C

rC r

V

C

r

or hb rV various forms

C C
permittivity of vacuum

(physical constant)

e.g. here, 
a Lennard-Jones

potential
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prV ll
p

pr

pr rl

l

V k

k

TYPE GENERAL FORM EXAMPLE

drV dd
o dr

dr o o

dr d d k

k d ddhd

V

jrV JJ
o jrjr

jr o

J

J

J k

J

V

k

e.g.

(Karplus equation)

Heaviside
function

e.g. half-harmonic
(attractive) restraints

restrain/confine system to prevent conformational drifts
bias/enhance sampling or/and force processes to occur

apply perturbation (e.g. external field)

absolute freedom
(in the procedure)

...

Remember from lecture 1:
one key advantage of simulation

enforce (on average) agreement with experimental data

A protein was (roughly) solvated in a water box
equilibrate using MD with position restraints

to the atom coordinates in the X-ray structure
(avoid structural distortions)

Water is simulated in the presence of a strong
electric field (5 V nm-1, along the z-axis);
this is essentially impossible to achieve
experimentally (electrical double-layer

at electrodes!) it freezes to hexagonal ice!

E

A protein is simulated with distance
restraints between close protons pairs
(based on NOE cross-peak intensities)

the generated ensemble
is compatible with the NOE data

A ligand is artificially «pulled» into
the active-site of a protein using

a potential decreasing a «topological» 
distance (distancefield) 

The sampling of backbone conformations in 
a protein loop is enhanced by applying a

potential that «flattens» the torsional
barriers in the loop

A protein is artificially unfolded by
application of a potential that
forces its radius of gyration

to increase

physical terms
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Approximation 3 :

time-dependent Schrödinger equation

tt t i
t

M nuclei
N electrons

Approximation 1 :

ground-state mean electronic energy Ve
(kinetic e and Coulombic n-e and e-e)

Approximation 5’ :

(prime: approximations required
for classical simulations)

Approximation 2 :

set of solutions for the electronic/
rotational/vibrational energy levels Ekl

nuclei are quasi motionless

e e e eV

electrons relax instantaneously

n n nE

Approximation 4 :

for a
given k

 solutions for
electronic energy

levels {Vk( )}

 solutions for
rotational/vibrational

energies {Ekl}

M

n V
n n nE

M M

e

Z Z
r

V V
time-independent Schrödinger 

equation for the nucleioperator with 
energy as eigenvalue

F r p -1M p rand

classical Newtonian
equations of motion

V( )

Restrictions (thermodynamics and dynamics):
no electronic processes ( chemical reactions)
heavy-enough nuclei ( protons)
low-frequency oscillations ( bond stretching)
high-enough temperature (classical stat. mech.)

Assumption 6’ : r

V Kr p r pr p p
r

r p r
p

and with

classical Hamiltonian equations
of motion (here, Cartesian)

Cartesian coordinates

 K Vr rp
r

Cartesian momenta i.e.

= total energy of the system

spin becomes
irrelevant

function with 
energy as value  can be generalized to

arbitrary coordinate
systems (see later)

Lagrangian
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Assumption 7’ : approximated

termsN
n t sV qV sqr

Justification :
chemical intuition (e.g. entities such as “bonds” exist)
work on simple systems (e.g. vibrations in small molecules, real monoatomic gases)
with good parameters, agreement with experiment may be reached

V r
The functional form of the terms of type t (for all t )
The definition of the internal coordinate(s) involved in the terms of type t (for all t )

belongs to the force-field definition 
(hard-coded in the program)

V(r)

together with (for a given molecular system):

belongs to the molecular topology 
(stored in a file for a given system)

The number of terms of a given type t , and for each term of type t :
- The list of atoms involved in the definition of the corresponding internal coordinate(s)
- The parameters involved in the corresponding term

type #terms atom i atom j atom k atom l parameters (example)
bonds

bond angles

torsional dihedral

improper dihedral
non-bonded pairs

atoms #atoms atom charge vdW-code      ...

E.g.

o bb k
o bb k
o bb k
o bb k
o k
o k
o k
o k
n nk
n nk
o k

q q C C
q q C C

[exclusions,
3rd neighbours]

not included,
generated on the 

flight from 
atomic parameters

N(N-1)/2
TOO MANY
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E.g.

type #terms #parameters

bonds
bond angles
torsional dihedrals
improper dihedrals
non-bonded pairs

129 residues
1321 atoms

[16 atom types, 
3 parameters per type

3 (16 17)/2

Without further simplifications,
defining so many parameters is 
a mission impossible

Assumption 8’ : 
set of the

same atoms similar chemical environment

E.g.

same parameters...

limit:
- chemical 

intuition
- required 

accuracy
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Atom type

specific (united-)atom
specific chemical environment

type code description

Example:

value of a force-field
parameter atom types

type i type j    bond parameters

o b
CO OC CO OCr k

ij i jC C Cij i jC C C

type i atomic parameters

CO COC C
OC OCC C

Topology building block
atom types connectivity

parameters

molecule monomer in a polymer

(#) : atom type
[#] : bond type

(if no combination rule)
(3)

(6)

(1) (1)

(1)

[2] [1][2]

[3]

or...

Uses united atoms CH1, CH2, CH3, CH4
treated as single particles
reduces the number of solute atoms by 
~50% (proteins) or ~30% (nucleic acids)
[but: most expensive is generally the solvent!]
removes high-frequency C-H bond vibration
NOT applied to aromatic CH 
and polar XH (X=N,O,S,...)

GROMOS manual Vol 3 (table 3.21) / file 54A7.ifp

OXYGEN
types

NITROGEN
types

(UNITED)
CARBON

types

HYDROGEN
types
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GROMOS manual Vol 4 /
file 54A7.mtb

Table 4.2:
Bonds

Table 4.3:
Bond-angles

Table 4.5:
Improper

dihedral-angles

Table 4.4:
Dihedral angles

Combination rule for van der Waals interaction
IACi , IACj  table (in ifp file)  interaction parameters
for ij (a geometric-mean formula is implicitly used to 
construct the table, but not explicitly enforced)

Combination rule for 
electrostatic interaction
qi , qj  qiqj (i.e. a formula)

Types table (in ifp file).
No explicit combination rules 
for covalent terms (they are
still used implicitly, but not
explicitly enforced)

one out of
nine possible

dihedrals

Only a subset of the possible
torsional and improper dihedrals 
is considered (difficult without a 
building block approach...)

negative atoms refer to
the previous residue

(or end-cap) in a protein

>6 atoms refer to
the next residue

(or end-cap) in a protein

Functional form and
definition of internal 

coordinates

Software company

Simulation
program

V r

biomos

MD++

Parameter files
e.g. 54A7.ifp

54A7.mtb

Molecular
topology file

List of force-field terms, 
atoms involved in the 

associated internal coordinates,
and corresponding parameters

BLA.top
System

configuration

Coordinates
of all atoms

BLA.cnf

System of interest BLA

= in GROMOS
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very difficult

PROGRAM FORCE FIELD REFERENCES
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Two elephants kindly accepted to illustrate the 
concept of "hard" degrees of freedom...
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bV bb

o b ob bb b bV k bk

Most common form: harmonic (GROMOS87,AMBER,CHARMM,...)

reference bond length
equilibrium bond length e.g.

H3C       CH3 versus

ob

ob b

C(CH3)3

(H3C)3C C(CH3)3
C(CH3)3

reference bond length harmonic force constant

"hard" i.e.

kBT

Example: harmonic reference lengths and force constants 
from the MM2 force field

ob bk

kBT
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o b b ob b k kV b bb

Computationally cheaper form: quadratic in b2 (GROMOS96)

b

o b b b ob o bb k k kb b bV b k b

More complex forms: Taylor expansion (MM2,MM3,CFF93,...)

ob b
reference bond length force constants
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ob oV b Db ba D a b

Dissociative forms: e.g. Morse function

ob b

well depth inverse well width

Cl

H

H
H

Cl-Cl

H

H
H

Cl-

how to describe the changes
in bond-angle terms ?

okJ mol n nD ma b m

cubic dissociative (bad !)

strained
molecules

high
temperatures
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Use of bond-length constraints

e.g. soft constraints

kBT

ob b

Combination rules (if applied):

i
j i j

Exclusions:

first neighbors

61



V

o ok kV

Most common form: harmonic (GROMOS87,AMBER,CHARMM,...)

"hard" i.e.

kBT

reference bond angle harmonic force constant

Example: harmonic reference angles and force constants 
from the MM2 force field

o k

kBT
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Computationally cheaper form: harmonic in cos( ) (GROMOS96,DREIDING)

o ok kV

More complex forms: Taylor expansion (MM2,MM3,CFF93,...)

reference bond angle force constants

o o ok kV k k

More complex forms: Urey-Bradley (e.g. CHARMM/DNA)
o o d d

o d o d o
d k k k

k k d k d
d

d
V

d
d

V od
dk
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Use of bond-angle constraints

kBT

But: it is strongly disadvised in practice !

Combination rules (if applied):

i
j
k

i j k

Exclusions:
second neighbors

except for fully-rigid 
molecules

V

Geometrical definition

m

j
k

li

n

ang m n

i
l

Note: dihedral(i,j,k,l)=dihedral(l,k,j,i)

n n

n
V k k n

Most common form: cosine series

force constants multiplicity

k k k

j

"soft"
i.e.

e.g.
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Torsional energy
( energy profile for butane, due to covalent 
cross-terms and non-bonded interactions)

kJ m lk o dominant
contribution

kJ mk ol

k
kJ mol

n nk
Definition variants for terms of multiplicity n:

n n nk k n nk

nk

nk

nk

nk
e.g. with n=2

e.g.
n

nk

maximum at
Different choices for the torsional-dihedral terms

n=3

9 possible
dihedrals

Torsional parameters are 
generally not transferable 
from one force field to another !

nk n
nk

a b a b a b
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Example: multiplicities, phase shifts and force constants 
from the GROMOS96 force field

n n

nk n
nk

nk

nk

C
O

N
C

C
H

N
H

O

HR

amide

e.g. with n=2

Combination rules (if applied):

i
j
k
l

i j k l

Exclusions:

third neighbors

in some 
force fields: 

"any" (wildcard)
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V
e.g.

e.g.

e.g.

Usage

H2N
C

COOH

HR

H2N
C

COOH

RH
L-amino acid D-amino acid

Internal coordinates defined in terms of scalar products cannot distinguish 
( requires correct initial coordinates and high barriers)

+ 5 others

Enforcing planarity (and, to a lesser extent, tetrahedral geometry)
via bond angles requires excessively stiff bond-angle potentials

(H)

(H)
united atom: 

this H is “included” 
into the C bearing it

Geometrical definition

the most common one (e.g. GROMOS) !

o ok kV

Functional form: harmonic

reference value harmonic force constant

Recall: dihedral(i,j,k,l)=dihedral(l,k,j,i)
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o k

Example: harmonic reference angles and force constants 
from the GROMOS96 force field

planar
group

tetrahedral
group

Combination rules (if applied):

i
j
k

l

i j k l
in some 

force fields: 
"any" (wildcard)

watch out: order of the atoms
i-j-k-l (vs e.g. i-k-j-l) defines chirality !

 or ct bV

ab initio

Usage

Urey-Bradley:
bond/bond-angle 

coupling

Third neighbor non-bonded:
bond/bond-angle/torsional-dihedral 

coupling
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o ob

b

b bb

b o o
b b kbV
b b

b
bk b

b o o b

b o o
b kb

b
V

bk

o o

o o

kV

k

o b b

o b b

b b k k
b

bV
k kb

o

o
k k

b k
V

b k

o o

o o
k

k
V

Example: cross-terms included in the CFF93 force field

bbk

bk

not easily 
interpreted

eclipsedbk

not easily 
interpreted

eclipsedk

for the central bond:

Class II (spectroscopic): e.g. CFF93

intramolecular

intermolecular

Class I (biomolecular): e.g. AMBER
similar for GROMOS, CHARMM, OPLS, … 
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positive

negative

fall apart 

entirely wrong

gH O lH Og gH O

deviations from ideal covalent geometries steric repulsions

Approximately:
because in the condensed phase

we don’t care too much about
intramolecular interactions – the

intermolecular ones are much
more important!
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Two elephants kindly accepted to illustrate how non-bonded forces 
can be measured accurately in a simple experiment

el q qV rr

q

q
Most common approximation: monopole (point partial charge) model

C

O

N
H

C

O

N
H

electron density

higher close to more 
electronegative atoms
dipoles along

bonds

atomic partial charges
are attributed to all

(solute and solvent) atoms

-0.38 e

+0.38 e

-0.28 e

+0.28 e

off-atom partial charges e.g
higher-order point multiploles e.g

electronic nduction / polarizability / charge transfer
e.g

values for 
GROMOS

usually not simply
Coulomb’s law

(e.g. cutoff+correction,
periodicity)

el
oq qV r q rq

Functional form: Coulomb's law (in a perfect world !)

partial charges

discussed later

permittivity of vacuum
(a physical constant)

not to be confused with
the relative permittivity 

of a medium (e.g. 80 for water)

o
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Combination rules:

e.g

Exclusions:

e.g e.g

q q q q

first neighbors
tq ype type
bond increment

Will be discussed in more details in a separate lecture: treatment 
of long-range interactions & accounting for polarization (be patient !...)

In GROMOS, we use building blocks, and specific charges are
assigned to all atoms individually (still, in practice, similar charges

are used for similar functional groups – see next slide)

Note: for a neutral non-cyclic
molecule, there is a unique mapping 

between a set of atom charges 
and a set of bond dipoles

(otherwise, the mapping is not unique)

In bond-increment force-fields,
one defines the -values for

different bond types rather than
charges for different atom types

Charges of functional groups
in the GROMOS-compatible

2016H66 force field

Calibrated along with the vdW
parameters against pure-liquid

and solvation properties
for 57 organic compounds

Charge signs and
magnitudes follow (roughly)

chemical intuition

vapH

watG

liq liquid density

enthalpy of vaporization

hydration free energy

cheG solvation free energy
in cyclohexane
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vdW rVr
Physical nature:

van der Waals interactions
e.g.

ε

σ

dispersion or London term

ω

QM treatment (with elec. correl.), 3D
(2 fixed nuclei with oscillating electrons)

instantaneous
fluctuation dipole

induced
fluctuation dipole

nE C r C r C r C

related to the atomic polarizability,
accounts for ~75% of total dispersion for liquid Ar

exchange or Pauli term

ao

r
or ae

repulsion between nuclei (electrons
are pushed away due to Pauli exclusion)

73



27 ways (among others) 
of representing

van der Waals interactions

from Maitland et al.
"Intermolecular forces"

ij

ij

ij

ij

e.g.

experimental
curves:

reference point
(minimum)

Reduced form:

reduced form

vdW

ij ijij i jV r ij
ij

r i j
r
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Characteristics of the reduced form:

ε

σ

d
d

value at the minimum derivative at the minimum interaction is short-ranged
(no interaction at infinite distance)

atom overlap is forbidden

i j
r i j

i j

k i j

d
d

i j k i j r i j

so that

ijE k i j r r i j

around the minimum

(non-reduced form)

Form of the van der Waals term:
vdW rrV r

r
Commonly-employed reduced form:

n m
n mm n

n m
n mm n

nm

m n
m n

ad hoc
m

m

mme
m

exp
exp

but

may lead to "fusion" 
of atoms
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Commonly-employed reduced form (continued):

a aa e e

exp

n m

m

n m m
m n m

n m

Choice of a specific function:
A priori 

steepness

dispersion
e.g.

e.g.

accurate for rare gases e.g.

empirical

i.e. (united-)atoms in molecules are not
the same as closed-shell rare gases !!!

calibration against experimental
condensed-phase properties compensates

for errors in the functional form

Graphical representation of the common reduced forms:
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Most common choice: Lennard-Jones function

vdW r r
r

rrV
r

vdWV r rr

vdW r C C C r rV C

Exclusions:

e.g
e.g

C
C

Cr
C

C
C

r rV r

l
aE aa A A

A A
evaluated numerically by

lattice-summation for a FCC lattice
given a lattice spacing 

a: contact distance

[kJ/mol]

[nm] from gas-phase
virial coefficients

exp.
[kg/m3]   (20K)[kg/m3]

E [kJ/mol] E [kJ/mol]M = 39.948 [g/mol]

crystal:

related to the density
4 atoms per unit cell

unit-cell volume (a/21/2)3

A
a

M M M
A

M: molar mass

NOTE:
I had fun playing with this
when preparing InfoI Ex3;

but all this was already done
in the 1940’s !

AE
A

A
A

a

E
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Combination rules:

N N N

r

i j

i j f i i j j

r r i j f r i i r j j

Common combination rules:

i j i i j jr i j r i i r j j

r i j r i i r j j i j i i j j

r i j r i i r j j

i j i i r i i j j r j j r i j

r i j r i i r j j r i i r j j

i j i i j j i i j j
Choice of a specific rule:

A priori 

For the Lennard-Jones potential: easily shown that
this is equivalent to a geometric mean for C6 and C12
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Combination rules tested against rare-gas experimental data:

r

r

hb rV

Needed because:

One possibility: special H-bonding force-field term, e.g. CHARMM

r
donor

hydrogen

acceptor

acceptor-
antecedent

h

m n

b C CV

r

m

r

r n

C C

or zero if < /2 or ’< /2 or r >rcut

m n
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Another possibility: special van der Waals parameters, e.g. GROMOS

C i j C i i C j j

vdW r C C C r rV C

C i j C i i C j j

e.g.
e.g.

e.g.

but
too long

Many elephants kindly accepted to illustrate the concept
of many-elephant interactions (involving more than two elephants)
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Physical origin:

ijrV

ijr

ij jk ki

ij jk ki

rV V V
V

r r
r r r

ijr

kir jkr

three-body term (the presence of a third atom changes the 
way two atoms interact with each other – via 

electronic polarization [dispersion & electrostatics])

e.g.

In electrostatic interactions:

gas phase non-polar solution      liquid phase solid state           near an ion   induced
dipole(1.85 D )               +0%                          + 25%                           +30%             up to +50% (?)

permanent
dipole

(point charges)

In van der Waals interactions:

i ijk jki kij
ij jk ki ijk jki kij

ij

jk
ijk

jk ki

k
kr r r

r r r
V

ijr

kir jkrijk

jki

kij

oC

homoatomic case:
related to the atomic polarizability 

Many-body terms are seldom explicitly included:

e.g. N
(2)V N N
(3)V N N N
(4)V N N N N

N2

i.e N

Challenge: avoid calculating many-body
terms, but without neglecting them !
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Effective pairwise interactions:

E.g.

a n n
n n

n n
e A C

11 parameters

calibrated by averaging the Axilrod-Teller 
term over liquid argon configurations

will no longer give a good
description of gas-phase 
argon! (real-gas properties)
better, but still may not be good
enough for solid argon...

loss of transferability, 
problems for "mixed" 

environments

E.g.

e
e

STR1 model
(explicit polarization)

gas phase:

= 1.95 D
(exp: 1.85 D)

liquid phase:

vapH kJ mol
g cm

D cm s

-41.6

0.995

3.1

o C
will be 

discussed
later

e
e

SPC/E model
(implicit polarization)

gas phase:

= 2.35 D
(too large !)

effective (pairwise)
force fields usually have

"enhanced" (solute+solvent)
charges...

-41.4

0.998

2.5

-41.5

0.995

2.7

Experimental:

Fi(r) i
V(r) r

V(r) ri

i
i

V rF r
r

force on atom i 
in configuration r i i NF r F 3N-dimensional

force vector

V r F rr r rV r F r V r F r

termsN
n t sV qV sqr

V(r)

F(r)
termsN

n t
i i

i
F r F with

n

n t
n t

i j
nn i

n

q i

Vj
q

q
F r

r
atom i is involved

in term 
internal coordinate n 
is involved in term 

atom i is involved in
internal coordinate n 
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i

j

k

ji jk

ji jkr r
r r

ji i jr r r jk k jr r r

Basic geometrical 
considerations:

ji ji

i j

r r
1

r r

ji ji ji

i j ji

r r
r
r

r r
jiji ji

ji
i ji i ji

dr
d r
r r

r 1
r r r

ji
ji jk jk ji jk jk

i ji jk ji

r r r
r r r

r
r 1 r r

r
jk ji

i ji jk jir r r
r r

r

ji jk

k jk ji jkr r r
r r

r
i k

i j k

0
r r r

jk ji ji jk
jk ji

j ji jk ji jk

r r
r r r r

r r
r r

r

angle is invariant upon
overall translation

similar procedure for all term types
(most tricky for dihedrals)

Forces:
o

jk ji
i

i ji jk ji

dV d k
d d r r r

r r
F

r

o

o

k

k

V o
ji jk

k
jk ji jk

k
r r r

r r
F

o
jk ji ji jk

j i k jk ji
ji jk ji jk

r r
k

r r r r
r r

F F F r r
forces sum up to zero

for all physical terms (Newton 3rd law)
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quantum-mechanical ab initio

low as well as higher energy 
energies forces Hessian torsional profiles 

Lots of information any molecule

e.g.
e.g.

Spectroscopic e.g.
Equilibrium e.g.

thermodynamic
e.g.
Transport e.g.

kinetic
Information more sparse small molecules

fit to raw measurement data 
e.g.

nowadays: lots of efforts to try to get more accurate
atomic charges and dispersion coefficients from QM !

nowadays: also lots of efforts to automate the parameter
calibration based on experimental thermodynamic data !

e.g.
Too large experimental uncertainty
Underdetermination
Full convergence not possible 
Ambiguity

processing already results from application of a model 
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primary

tertiary
secondary

matter electromagnetic wave

X-ray

interacts with
wavelength/wavenumber/frequency

special
feature

use for
calibrating

o o ob

(neutrons  nuclei
incl. hydrogens)

IR
+ Raman

-wave

NMR

bk k k

PRIMARY

PRIMARY

o o ob
PRIMARY

k VdW
SECONDARY/

TERTIARY

scalar
J-coupling

NOE
enhancement

absorbtion, emission,
resonance, diffraction, ...

(for magnetic
field of ~10 T)

(Karplus equation 
+ population model)

TERTIARY (tumbling model
+ population model)

(phase problem,
hydrogens not visible

with X-ray only)

(normal mode
analysis)

(easy only for
small molecules)

VdW q HB
SECONDARY
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secondary data 

Structural

Thermodynamic

Transport

Dielectric

X-ray (SAXS) or
neutron scattering

Radial distribution
functions (RDF)

vapH Pc

T P

D

D

Kinetic mol

slvGmixH x mixV x sol x slv x

fH spectroscopic
force-fields only

pair
correlations

density
enthalpy of vaporization heat capacity

compressibility thermal expansion
coefficient

self-diffusion
constant

viscosity

permittivity Debye relaxation
time

Molecular reorientation
time

Thermodynamic properties
of mixing (composition x)

(Limiting) activity coefficients Solvation free energy

primary data 

e.g.
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t t
iXXss

s t
i i i

i
Q w X Xs ss s

iXX s

LIST OF OBSERVABLES
AND TARGET VALUES

TRIAL SET
OF PARAMETERS

LIST OF OBSERVABLES
WITH SIMULATED VALUES

OBJECTIVE FUNCTION REPRESENTING
THE FORCE FIELD "QUALITY"

EM or 
short MD
+ analysis

vary "s" until 
"Q" reaches 

minimum

"BEST" FORCE FIELD
(for the molecules and

observables considered)

What you want the force
field to reproduce, typically:

- set of small molecules (representative
for a class of compounds of interest)

- equilibrium and distorted conformations
- QM data (energies, forces, Hessians, ...)
- Exp data (heats of formation, optimized

geometries, vibrational frequencies,
lattice energies of crystals...)

e.g.

e.g.

PARAMETERS FOR THE "HARD"
DEGREES OF FREEDOM

CHARGES, H-BONDS,
SOLUTE-SOLUTE VDW 

PARAMETERS

TORSIONAL AND 1,4-VDW
PARAMETERS

SOLUTE-SOLVENT
VDW PARAMETERS

VALIDATION

Primary data: QM (gas-phase 
geometries & vibrations) or exp. 
(gas-phase IR and -wave;
crystals scattering)

Secondary data on small molecules:
exp. (liquids scattering, equilibrium,
thermodynamic, transport and kinetic
properties; crystals packing)

Primary + secondary data on small
molecules: QM (gas-phase rotational
profiles), exp. (liquid, solution NMR
for conformer populations)

Secondary data on small molecules: 
exp. (liquid mixtures, solution mixing
and solvation thermodynamics)

Tertiary data on small molecules: 
simulation of complex systems and
comparison with experiment FURTHER REFINEMENT REQUIRED: 

ONLY GO AS FAR BACK AS REALLY NECESSARY

SOLVENT
FORCE FIELD

Parameter refinement in successive stages  – new changes
may sometimes require an update of previously refined parameters

(sometimes also QM elec. pot. analysis for the charges)
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large deviations
from experimental 
structure (just as 
vacuum)

too expanded shape

too large solvent-exposed
surface area

vacuum

GROMOS87

vacuum

GROMOS87

GROMOS87

vacuum

deviation from X-ray structure

radius of  gyration

solvent-accessible surface area

n nC CH CH n nC CH CH n
vapH

C OW OW C OW OW

hydG

experiment

ex
pe

rim
en

t g cm

vapH kJ mol

hydG kJ mol

Note: pure liquid simulations at 
T=300K (except: methane at 111.7K) 
and P=Pvap (ethane 41 bar, propane 
9 bar, butane 2 bar, isobutane 3 bar;
others: 0.1-1 bar)
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acceptable deviations
from experimental 
structure (note: ideal 
value is not zero; there 
are always fluctuations !)

compactness stable and 
similar to crystal structure

solvent-exposed surface area
stable and similar to crystal structure

vacuum
GROMOS87

vacuum

GROMOS87

GROMOS87

vacuum

deviation from X-ray structure

radius of  gyration

solvent-accessible surface area

GROMOS96

GROMOS96

GROMOS96
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P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45 a.m. – 11:30 p.m.

HCI D2
LECTURE 3 (WEEKS 3+4):
Generating configurations

Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

degrees of freedom

interaction boundary conditions

generating configurations

CLASSICAL
FORCE FIELD

ATOMS
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V r V ri
N N

1 2

1
2

1

2

cis
gauche

gauche

trans

rigid bonds and bond-angles
optimized methyl orientation
(or united atom)

2 degrees of freedom

9 minima and 9 maxima

eclipsed

eclipsed
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no hope to visualize the PES
no hope to enumerate all configurations

frustrated
no hope to enumerate all minimas

e.g. 100 residue protein

4500 degrees of freedom

5000 rigid water molecules
30'000 degrees of freedom

e.g. alkane with n carbons

about 3n minima
n n

relevant
configurations e.g.

initial configuration
e.g.

Boltzmann-weighted ensemble
thermodynamic properties can be calculated

classical equation of motion 
dynamic properties can be calculated

followed by

Search the PES as wide
as possible for low-energy 
regions, and report all local 
energy minima found by EM
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V r r r N r

V
r *r

r V
r *r

rstationary
point

minimum

(e.g (e.g.
(e.g.

numerical iterative
downhill moves

local minimum initial configuration ro

poor search methods
ro

global minimum

V r

ro

r*

e.g.

X-ray structure after EM after MD and EM

steepest descent
conjugate gradient molecular dynamics (2ps/300K)

then conjugate gradient

V(t)
[kJ/mol]

steps steps

-9150 -10200
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steepest descent
molecular dynamics (2ps/300K)
conjugate gradient

V(t)
[kJ/mol]

steps steps
V r

ro

r*

“r”

ro

r*

V r

r*

“r”

r**

r**

r’

r’

kBT

poor search method for frustrated PES
relax strain

another search method

thermal energy
available to 

overcome (some)
barriers

i.e.

withi ip A ii iSUA T A

well
depth

well
widthkBT

a1=1
1=1

a2=0.2
2=3

f1=0.50
f2=0.50

i.e.

cf unfolded and
folded states
of a protein

very deep minima can correspond to small populations
relevant statistical

information according to free energy

sampling or simulating
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V r r r N r

V
r *r

r V
r *r

rstationary
point

minimum

r

Only locally valid…
PES for molecular 

systems are typically
far from quadratic !

t tV VV rr r r  Hr rr r

Gradient vector
(minus force), 
zero at stationary point

VH
r r

r

all eigenvalues > 0
minimum

one eigenvalue < 0
1st order saddle point

m eigenvalues < 0
mth order saddle point
(m=3N maximum)

small
displacement

numerical iterative
downhill moves

local minimum initial configuration ro

poor search methods
ro

global minimum

V r

ro

r*

complex problems derivatives are unavailable
classical systems

second derivatives are unavailable
quantum-mechanical calculations

t tV VVr r       r       r   H   r rr r
non-derivative

methods first-order
methods second-order

methods

robustness,
simplicity

convergence rate,
computer time per step,

memory
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M+1 M N
e.g.

r

k
pk V pk

pk p’k
V(p’k)< V(pk)

pk pk+1
pk p”k

V(p”k)<V(pk)
pk+1 p”k

qk V qk
qk k+1

a non-derivative
method

pk

p’k

pk+1

p”k

qk

Moves like 
an amoeba…

shape varies with local topology e.g.
robust
slow convergence

initial refinement derivatives are unavailable or expensive

i.e.

r
ro

k
rk+1 rk rk sk

V(rk+1)< V(rk)
rk+1 rk
rk+1 rk

rk V(rk+1)-V(rk)

k kVg rk
k

kg
gs

r
k

rk sk rk+1

rk+1 rk

rk

rk+1
sk

locating the minimum
requires more than one

potential evaluation !

a first-order
method

k ks s

Robust
slow convergence
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steepest descent

gk

conjugate gradient

hk i.e. hk H hl
gk+1 gk

k+1
k

gk hl   , k,l

i.e.

another first-order
method

reset search direction
from time to timeM M N

Converges generally faster than steepest descent
Less robust

gk+1 gk+1

gk gk

gk+1 gk gk+1

gk gk

Fletcher-
Reeves

Polak-
Ribiere

equivalent for a quadratic surface

new search direction 
along gradient

r
ho go V r first step along gradient

k
rk hk rk+1

gk+1 V r
hk+1 gk+1 hk

V(rk+1)-V(rk)

r
k

rk+1 rk H-1 r V r
V(rk+1)-V(rk)

tt
k

k

k

k k k k k k

k k k k

k

k

k

V V V

VV
V

r r r r r  r

r r  r =
r

H r

H r
H r

r

r
r

rk

rk+1

stationary
point

(min., max., saddle)solve
for kr

a second-order
method

Converges faster than steepest descent or conjugate gradient 
Not robust

final refinement in small systems
Ak H-1

lim Ak H-1
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e.g.

X-ray structure after EM after MD and EM

steepest descent
conjugate gradient molecular dynamics (2ps/300K)

then conjugate gradient

V(t)
[kJ/mol]

steps steps

-9150 -10200

steepest descent
molecular dynamics (2ps/300K)
conjugate gradient

V(t)
[kJ/mol]

steps steps
V r

ro

r*

“r”

ro

r*

V r

r*

“r”

r**

r**

r’

r’

kBT

poor search method for frustrated PES
relax strain

another search method

thermal energy
available to 

overcome (some)
barriers
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i.e.

withi ip A ii iSUA T A

well
depth

well
widthkBT

β

β

x a for x a
V x

otherwise

a

a

aZ dx V x

p x Z Z V x
p x Z Z V x

f Z Z Z f Z Z Z

a=1

=1

f=1

f1=0.31 f2=0.69

a1=1

1=1

a2=1

2=2

a1=1
1=1

a2=1
2=1

a1=1
1=1

a2=1
2=3

a1=1
1=1

a2=0.2
2=3

f1=0.50
f2=0.50

f1=0.17
f2=0.83

f1=0.50
f2=0.50

i.e.

populations

cf unfolded and
folded states
of a protein
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1 2 a1 a2 M

M f1 f2

1 0.50 0.50
10 0.48 0.52
100 0.27 0.73
1000 0.00 1.00 balancing the populations

would require 1 500’000

very deep minima can correspond to small populations

relevant statistical
information according to free energy

sampling or simulating

step 0 p
step 1 p T p
step 2 p T p T2 p

step k p Tk p

N

p pn n=1…N
T Tmn m,n=1…N

Tmn n m

n
n

N

p
N

mn
m

T n

p p
equilibrium value p p T p p

2

1

3

p1

p2

p3

T11

T12

T21

T23

T13

T32 T31

T22

T33

100



i.e. Tmn pn = Tnm pm 2

1

3

1 1

1

mn nm

n m

N

m n

m
m

n
n

if V V
V V otherwise

mn mn

nm nm

mn
m n

nm

n

nm

m

n

mT
T

Vp
p

V

n m
stochastic (or underlying) matrix mn m,n=1…N

mn m n m n m
n nn

acceptance matrix a = amn m,n=1…N
n n

mnm nn m iT f m n

nn m

N

m n
nT T

r

k

i
e.g. i int N rand(0,1)+1

ri k ri’ k
e.g. xi’ = xi + 2 rand(0,1)-1 r

yi’ = yi + 2 rand(0,1)-1 r
zi’ = zi + 2 rand(0,1)-1 r

V V r k V V r k
r k+1 = r’ k

rand(0,1) exp V’-V
r k+1 = r’ k
r k+1 = r k

k=Nsteps

accept reject

r
tune for an acceptance ratio of 
~50% (can be done on the flight)

rand(0,1) random
number in range [0;1[

?

or

probability of selecting
reverse move is identical
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rand(0,1)-1
rand(0,1)-1
rand(0,1)-1

r

x

y

z

x’ y’

z’

y’’x’’

z’’

y’’’

x’’’

z’’’

y’’’

x’’’

z’’’

x x
y y
z z

coordinates in old systemcoordinates in new system

roll-pitch-yaw convention

random atomic displacement

torsional move (frozen bonds/angles)

very small
steps

or more clever 
moves!

better idea: concerted
torsions by the same 

angle
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thermodynamic observables can be computed as

may be computationally less expensive
applicable to discontinuous potential energy functions

e.g.       reptation in a dense polymer     exchange of particles in a liquid mixture

stepsN

ksteps

X k
N

r r X macroscopic observable
x corresponding microscopic observable

+ biased MC:
configuration-biased
or force-biased

e.g.

Cartesian coordinates systems
second law for a particle i

Conservation of linear (angular) momentum

Potential energy e.g.

Energy conservation

classical dynamics for isolated systems generates a microcanonical (NVE) ensemble !

Deterministic i.e.

Time reversible i.e.

i i it m tr F equation of motion,
2nd order, no 1st order term

o ot t Vr r r

i i i
d m
dt

F r    i ii i i
d m
dt

r rr F       

i

i o o

t tN N

i i i i o i i i
i it t

N

i i
i

d V t

d dd V m V t V t d m
dt d

K

t
d V t m tt

dtdt

r

r

r r r r r r r

r r
potential energy

kinetic energy

t tr r t tr r

Vt tF F r r F r          F r r
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force
velocity

coordinate

The inventor of classical mechanics
demonstrates the deterministic 

nature of his theory

We ought to regard the present state of the universe as the effect of its 
antecedent state and as the cause of the state that is to follow. An intelligence 

knowing all the forces acting in nature at a given instant, as well as the 
momentary positions [and velocities] of all things in the universe, would be 

able to comprehend in one single formula the motions of the largest bodies as 
well as the lightest atoms in the world, provided that its intellect were 
sufficiently powerful to subject all data to analysis; to it nothing would 
be uncertain, the future as well as the past would be present to its eyes.
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generalized coordinates systems

N e.g. sufficient to specify
the coordinates of all particles

N generalized coordinate vector q r r q
N generalized velocity vector

Lagrangian function

Lagrange equation of motion

L K Vq q q q q
potential energy

kinetic energy

d L L
dt

q q q q
q q

2nd order, 
no 1st order term

d dtq = q/q

d L V L
dt

   Mr r r r r
r r

 r F
r

mass matrix
(diagonal, atomic 

masses as elements)

Newton
equation of motion

Cartesian coordinate system

i enforcing constraints ii artificial dynamical degrees of freedom

q
p

Hamiltonian function

Hamilton equation of motion

H q p q
p

L q qp
q

H L K Vq p q p q q q p q q q q

L Ldd dd dH ddq q q qp q q p q q  = q p p
q q

q

H q p p
q

= p (Lagrange) = p (definition)
H H q p

and two 1st order
equations

K VKH Vp q q q q pqq p q
potential energy

kinetic energy
total energy

i ii i
i

ithen p c q and Kif K c q  q        q          p q qq qq
total energy of the system
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a Cartesian coordinate system

r

r
r

H      Mr p
p

=p r r
rH Vr Fp r

r
p

r
and

Newton
equation of motion

definition of
the momentum

i connecting quantum mechanics and classical mechanics 

ii derivations in statistical mechanics

time t

time (t+ t)
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e.g.
Properties: For molecular dynamics:

unimportant
no more than one

good
satisfied
satisfied
satisfied

solid liquid

pairwise
energy

distance

t t t t O

t t t t O

v

v v ba

r r a

t t t Or vr
time shift

by ½

leap-frog
equations
(third-order
accurate)

tb acceleration
derivative (no
official name)

t t t Oav v

t t t t O

t t t t O

v v

v bav

ba

t t t Or vr

t t t t O

t t t t O

r r

r

v

v ar

a
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t- t/2 t t+ t/2 t+ t t+3 t/2 t+2 t

t t t t t tav v

t t t t t tr r v

force calculation

Coordinates and velocities are not available simultaneously

tt t t t t t t t t O ta a+v v v

kinetic energy

potential energy

total energy

e.g.

e.g.
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r equilibration time preceding
the simulation configurational relaxation time
i.e.

e.g.

System type Relaxation time (indicative)

acceptable
equilibration times

v
velocity relaxation time

i i ix
ix

B B

m m vp v
k T k T initial temperature

flexible bonds

dynamic artifacts
(too few dihedral transitions)

thermodynamic artifacts
(wrong dihedral angle distribution

- metric tensor effects)

K K

rigid bonds

Note:
United-atom models

also eliminate the
aliphatic CH bonds!
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N

N Nc
q

Nc
Q

L
K V

Qq
q q Q q Q

q

parametric
dependence

free

constrained

K mb b

b bd L L
dt

dVm
d

b- points A,B, and C are fixed
- bond lengths and angles 

are constrained can be integrated in time
given V    

k i k k k k cr d k Nr =         
k

kk

i
uc u

ii i
c

it t t t t mt t tr Fr v

i
uc

i
c c

i it t tt mt t r Fr

c

i

N
i

i k i
ki

k
d t l

t
t

d
Vm r r

r
r

c cN N
k i

ik k k
c

i k k ik
k ki

t l t l t
t

ttr
r

F r

We add a “zero-term”
to the potential energy

For each constraint k,
a constraint force acts on the
connected atoms k1 and k2,

and is along their connecting vector

c
k k

c
k k

c
kk c

u
k kt m t m d k Ntt tt           F Fr

cN

k k k kk k k k k k kk k
k

k
c

k
u

k k t t t m mt dtlr r  ,

ck N

Constraint equations only
fulfilled at full timesteps!

110



Nc
cN

k k k kk k k k k k kk k
k

k
c

k
u

k k t t t m mt dtlr r  ,

ck N

kk k k k ck
u

k
c

k k t m m d kt t t Nl t   ,  r r

Approximation 1 k k’

k k
c

uc
k k

uc
kk k kkk

k

d
k N

t m m

t t

t
l t

tt
  ,

r

r

r

Approximation 2 l2

c uc
kk k k kk l tt t mt t ttr rr

c uc
kk k k kk l tt t mt t ttr rr

The atoms are moved in
the direction of the 

original bonds 

free-flight step
(unconstrained)

coordinate resetting
(SHAKE)

SHAKE iterate

after free-flight step relative geometric 
tolerance e.g. 10-4

t t t t t tr rv

t t t t t t tu ucc M r rF F

The lightest atom moves
most; satisfy Newton’s third law
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free-flight step
(unconstrained)

d

> d

Constraint restraint

restraint: constraint:

kBT

N
e.g.
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reasonable too short
poor sampling

too large
poor energy conservation

program overflow or failureRule of thumb: 

System Motions Timescale Timestep

e.g.

idem

idem

t

e.g.
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mean
mean

i
i

V rF r
r

B
slv

slv

k Tm
D

slv slv slvm a

e.g.

R t

Rp R

R R t t

r R t for t

R R 3N

114



To

e.g.

B om k T

i
m

i
e

i ii ii
anm t t m trr       r         F R    0

ii i
mean

i im t t       r        Rr    F

fluctuation-dissipation
theorem

MeBmt-Abu-Sar-MeLeu-Cal-MeLeu-Ala-D-Ala-MeLeu-MeLeu-MeVal

A

B

CD

E

H-bond donors
H-bond acceptors

a

e

f

cgh

db
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GOOD BAD
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boundary condition global constraint 
i.e.

hard instantaneous
observable i.e.

soft average
observable i.e.

SPATIAL THERMODYNAMIC GEOMETRIC

if applied, should be hard
if applied, should be soft

sample size prescribed by the system of interest e.g.

available computational resources

condensed-phase systems
macroscopic (bulk) properties truly microscopic system

Problem:

Simulated properties may heavily depend on specific choices 
made in spatial boundary conditions 

one of the major plagues in 
molecular simulations…
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Macroscopic sample Microscopic (simulated) sample

bulk properties do 
not depend on 

sample size and shape…

solute

e.g. to get the hydration free energy of a Na+ ion within 
kBT (2.5 kJ mol-1) requires a droplet of ~28 nm radius (~3'000'000 molecules) !!!

finite-size effects are dominated by electrostatics (longest range)

Surroundings as vacuum lack of dielectric screening
vacuum

no solvent...

or

some solvent

vacuum

full solvation

for water, s=80 !

finite-size
effects…

effective solute 
interaction range

Macroscopic sample Microscopic (simulated) sample
perturbed layer at the surface: 
~10 molecular diameters

bulk

i.e. i.e.

vacuum

Interface to vacuum surface tension effects

very large

Interface explicit-solvent to vacuum
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vacuum vacuum

finite-size
effects:

surface
effects:

sampling:
no

comment:

NOT RECOMMENDED ! BETTER...

finite-size
effects:

surface
effects:         

sampling:

comment:

vacuum

MOST POPULAR BOUNDARY CONDITIONSRATHER CRUDE !
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X-ray structure after 1ns, vacuum     after 1ns, explicit svt (PBC)

deviation from
X-ray structure

radius of 
gyration

solvent-accessible
surface area

vacuum

explicit svt

explicit svt

vacuum

vacuum

larger deviations
from experiment

too compact shape

more spherical shape,
reduced surface area

+ too stable salt bridges
+ too stable H-bonds
+ slower dynamics

explicit svt

Vsw(r)

sw o o oV r r C r r C r r

e.g.

LJ parameters for 
water-water interaction

vacuum

ro

reff

r

e.g. Lac headpiece-DNA complex
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vacuum

e.g.

cos
-1

0

1

p(
co

s
)

0.5

0

0.1 nm
shell

cos
-1

0

1

V
(c

os
)

0

correction potential

ad hoc

undesired
effects

Extended-wall (buffer) region

stochastic boundary conditions

surface dipole-orientational 
potential

vacuum

e.g. simulation of an
enzyme active site
(surrounded by vacuum
or fixed protein atoms
and possibly solvent)
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sometimes made proportional to the 
solvent-exposed surface area of each atom

For solutes of arbitrary shapes:

For a spherical droplet:
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e.g.

reference
box

Achille kindly illustrates 
the concept of periodic
boundary conditions

lattice-sum methods

cutoff distance R

double sum
R

R
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Common box shapes (space-filling):

18

Examples:

collagen peptide
in a rectangular box

[possibly not so clever]

prion protein in a 
truncated octahedron
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Minimum distance solute-to-wall should be chosen
large enough

when applying a cutoff R:
at least R/2 better at least R

R R R

Macromolecules may drift in the periodic
system

need to restore the covalent connectivity
before applying analyses

take successive
minimum-images

following covalent bonds

no solute atom 
interacts with solute atom 

in periodic copy

no solvent molecule 
interacts with solute atom 

in two solute periodic copies

surface effects

ideal macroscopic
system at infinite

dilution

simulated sample
under PBC

simulated droplet

: solvent polarization

finite-size effects
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e.g.
e

non-neutral solute
+ background

non-neutral solute
+ counter-ions

closed
N = Nini

isochoric
V = Vini

adiabatic
X = Xini

PARTICLES PV-WORK HEAT

NO

X = specific 
“form” of energy

exchange
of

(energy, enthalpy,
Hill energy

or Ray enthalpy)

i.e.

Note that open
implies isothermal

and isobaric

(exchange of 
particles equalizes

P and T)
open
= ext

isobaric
P = Pext

isothermal
T = Text

YES

particles work heat

= molar value 
of a specific “form”

of free energy
(e.g. Helmholtz free energy

or Gibbs free enthalpy)
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The composition N
becomes a vector

The system may be semi-open
(i.e. open to a specific type of

particles only)

Note: semi-open
systems are still automatically
isothermal, but not necessarily

isobaric (osmotic pressure) 

Scalar V and P related quantities
become tensors

E.g. electrical work (electrochemistry)
or light (photochemistry)

E.g. wall within the system, external (electrical or gravitational) field value,
stoechiometry constraint along a reaction, fixed value of the extent of reaction, ...

Then P=0 and
V is undefined

E.g. the solar
system!

Note: I am not sure this
makes sense in thermodynamics,
as non-confined systems should

always “evaporate”

If the long-time behavior of the system is not yet reached
(relaxation after a perturbation) or if the

boundary conditions are inhomogeneous or/and time-dependent

natural choice of
independent variables

“generalized”
energy

internal
energy

boundary
conditions

name of the
system

E

enthalpy H E PV

local

subsystem additive

* = unofficial
names

(only 5 are
actually relevant)

Hill
energy L E N

Ray*
enthalpy R E PV N

size undefined, i.e.
not really a valid choice

as T=Text, better
use grand-canonical
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natural choice of
independent variables

boundary
conditions

name of the
system

plain MD 

MD + thermostat, MC, SD

MD + barostat

MD + thermostat + barostat

grand-canonical MD

sampling/simulation
method

i.e. thermodynamic limit

i.e.

The goals are
to quantify

The exchanges
(heat, work, particles)
with the surroundings

The associated 
change of the

dependent variables

The direction
of spontaneity

Note: the latter usually
depend on the path of
the process (boundary

conditions, reversibility);
the two former do not

E.g. whether you specify a state by N,V,E or N,P,H or N,V,T or N,P,T is up to you
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x r pcoordinates and momenta of
all particles in the system

i.e. thermodynamic limit

NVE Ex xEe.g. microcanonical
NVE

Hamiltonian
(total energy)

[normally written H]

…

XYZ x probability of each configuration
in the ensemble (normalized!)

Thermodynamic (equilibrium)
state with boundary conditions XYZ

NVT
Bk T
xx E

e.g. canonical
NVT

e.g. microscopic
(instantaneous)

pressure
xP

e.g. microscopic
(instantaneous)

temperature
xT

NVT
P P N V T xP

e.g. pressure
in the canonical
NVT ensembleXYZ XYZ

A A X Y Z d x x  x xA A

Exceptions:
free energy, entropy,

chemical potential
(discussed in later lectures)

XYZXYZ
A A Ax xA A

XYZ
p xA' A A'

N NN
V VV

e.g. microcanonical NVE

E EE

e.g. isoenthalpic-isobaric NPH

N NN
P

e.g. canonical NVT

N NN
V VV

H HH(total) energy
= Hamiltonian

enthalpy
PH E V T

P
T

e.g. canonical
NVT

E E

B VE k C T
E N

The fluctuations
are related to thermodynamic

derivative quantities

independent: imposed values
dependent: dependent values

e.g. canonical,
if we define Bk NT K

(total) kinetic
energy T T

T N T

T

N
for

so: not for the microscopic
simulated systems!
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E U K

N

V

K W
P

V

Bk
K

T
N

PH E V

L E N

PR E V N

Note: the definitions are not unique, i.e. a given 
thermodynamic quantity may be obtained by 

averaging different instantaneous observables
(the fluctuations may then not be the same 

for finite systems !) 

Hamiltonian
= total potential energy
+ total kinetic energy

see next slides

Bk Tm vK D Bk TN
K

DN number of degrees 
of freedom (dof)

for one dof
(e.g. x, y or z
Cartesian dof
of one atom)

for a set
of dof’s

D Bk
T K

N

this ensures
at equilibrium

TT

number of particles
in the systemD NN

discussed later

N
separate temperatures of

subsystems or/and dof types
may also be of interest

(for a system
at equilibrium

at temperature T)
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m v r FK W
V V

for the entire
system

P K W
V

anisotropic
discussed

later

BNk TK W W
P

V V V

this ensures
at equilibrium

PP

D NN
assumed again:

three-dimensions,
no constraints,

no uncoupled dof’s
(discussed later)

N

i i
i

r FW
Watch out:

this is the GROMOS definitions (various
books use +/- or/and 2x this definition)

(for a system
at equilibrium
at pressure P)

N

i i i
i

m r rQ totQ K W

N

i i
i

m rK

N N
tot tot

i i i i i
i i

mr F r rW
because

Newton

time derivative
between particles

+ from the wall

t

t t
tdt t

t t
Q Q

Q Q
because Q is always finite

 coordinates are bounded to system volume
 velocities are bounded by temperature

totW = K
use long-time

average to calculate
ensemble average

(ergodicity)

wall exerts an
external isotropic

pressure P

tot wallW W W

PW = K V

between
particles

from
the wall

d2wallF

N
wall wall

i i
n

P dr F r rW

P d Pr r = V
d3 : volume element
d2 : surface element divergence

(Gauss) theorem
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P K W
V

N

i i
i

r FWwhere

BNk TP
V

W
V

Ideal-gas contribution
(due to the kinetic energy,

i.e. the particles hitting the walls)

contribution from intermolecular forces
(cf real-gas equations of state)

attractive  “pull inwards”  W > 0  P 
repulsive  “pull outwards”  W < 0  P 

use minimum-image
vector for this one

ij j ir r r
ijF ji ijF F

N N N N N N N N

ij i ij i ij j ji ij ij ij ij
i j i i j i i j i i j i

W r F r F r F r F r F

Newton’s 3rd law

i j

e.g. repulsive (as drawn)  W < 0  P 

ir
ambiguous

e.g. bond-angle
bending term

ijk i i j j k kW r F r F r F
i k

j

... but this one will be zero (see later)

calculated from the SHAKE
Lagrange multipliers

1+

i ir r
V V 

N
i

i i

dd d d
d

U
U W

r
r

d dV V

V U
W =

V
attractive  “pull inwards”  W > 0  P 

repulsive  “pull outwards”  W < 0  P 

in line with previous equations:

U
V

because an angle does
not change upon isotropic

coordinate scaling!

this is true for bond-angle and
proper/improper dihedral-angle terms

then the virial becomes a tensor
and the two above simplifications

no longer hold (see later)

n
n ij ij

i j i
C rU

n

n ij ij n
i j i

d d C r n dU U n n
n

W U

e.g. CbW U

C CU U
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to match experimentally
common conditions

e.g. phase or conformational
transitions

e.g. where heat
must be evacuated from the system

e.g. MD at high T, simulated annealing,
parallel/serial tempering 

prevent energy increase in simulations caused by 
numerical errors, e.g. cutoff truncation, finite timestep, ...

(microcanonical:
we could also use

an “ergostat”)

e.g. SD, stochastic
volume variations

As sean earlier, the Langevin equation of motion
leads to a constant temperature (balance between

stochastic collisions and frictional drag) 
and thus implicitly involves a thermostat 

(sometimes also used in explicit-solvent MD) !

D Bk
T K

N

current time step

tTif

t TT

scale all velocities
by factor < 1

next time step

t TT
if

scale all velocities
by factor > 1

next time step

K W
P

V

current time step

tPif

t PP

scale all coordinates
and box edges
by factor > 1

next time step

t PP
if

next time step

scale all coordinates
and box edges
by factor < 1

and
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via
 isokinetic, closed, isochoric

Woodcock WO71.1
Hoover HO82.1
Evans EV83.3

Kpr Tr pp U  VN

T K
r pU K

 
with

r p F rU K =
 “tendency” of the forces

to increase the kinetic energy

F K F K

 effective
“friction coefficient”

T
d
dt Kr p p r pp M p p M p p K

K U K  K U K  

K KK

proof

KVDN T

D DC N V K N  V  K  U with DN
K 

Bk T D Bk
 K

T
N  

so, if
we want

we need to adjust
the temperature

definitions to
and

D B

KT
N k

 
 

isokinetic for
the momenta

canonical for
the coordinates

closed isochoric

K

via

t t tv v M F
tKcalculate

scale tv by K t/ K

after scaling, the kinetic energy is again 

say that tK
leap

Kis

Hoover-Evans, imposes K

ort tK / K

Woodcock, imposes KK

unwise: numerical
noise may lead to drifts

wise: the target value
is explicitly maintained

referred to as
“velocity scaling”

K

tE p E

tP p P

fluctuations depend on Vc
and scale as DN

fluctuations depend on Vc
and scale as DN

and T

provided that we
remove one dof in the 
temperature definition!

still, if we only care
about configuration-

dependent properties,
it is not a bad choice !
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via Berendsen BE84.1

Kpr Tr pp U  VN

T
T

KK
K

with  effective
“friction coefficient”

K K K K

proof T T
T

d K
dt

K  K  K  Kpp M p p M p p Usince

VDN third one unknown (to my
knowledge), will depend on CV and T

not canonical, not analytical (to my
knowledge), will depend on CV and TD DC N V N  V  K U

averages are
correct, e.g.

TT
but fluctuations

are not

 Berendsen, closed, isochoric

V T

K
C

T K V
V

EC
T

with

relaxation time between

T

D B

V T

k K
C

N  
K K

and V T

D B

C
kN  T

T thermostat coupling time

via

scale tv by

T

t K
t

K
K

after scaling, the kinetic energy is increased by

T

t KK

T = we recover temperature-constraining

T we recover a microcanonical situation

T typically set to 0.1 ps in GROMOS

CV T

microcanonical,
Hoover-Evans

For most purposes,
it does not matter

Possible exceptions:
- when coupling very small (sub)systems (i.e. with few dof’s)
- when calculating properties using fluctuation formulae
- when using serial/parallel tempering schemes (maybe)

temperature-
constrainingDNfluctuations

scale as

Nosé-Hoover
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via Hoover HO85.1
Nosé NO84.2

 canonical

Kpr Tr pp U  VN T
T K

K
 

thermostat variable (units of time-1)T

T thermostat coupling time

now, the “friction coefficient” has become
an extra variable in the dynamics,
with its own equation of motion

K K K K

oscillation time between

T and V T

D B

C
kN  T

VDN

TKintegrate extra
equation

T TKA H
A

D T TD KC N V N V  H  D

B

N
k T K canonical!closed isochoric gaussian

via

propagate T
tv by

T t

scale

T typically set to 0.1 ps in GROMOS

T T
T

tt t
K

K
 

interpolate T T T Tt t t

i.e.

microcanonical,
Hoover-Evans

For most purposes,
it does not matter

Possible exceptions:
- when coupling very small (sub)systems (i.e. with few dof’s)
- when the detailed dynamics of the system is of importance

temperature-
constrainingDNfluctuations

scale as

weak-coupling

i.e.

Possible remedy:
Nosé-Hoover chain!
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via Evans 1982

via Berendsen 1984

via Andersen 1981

interpolate
kinetic energy t t tK K K

calculate virial tW

after thermostating
(if applied)

calculate pressure
t t

t
t

K W
P

 V

scale coordinates
and box edges by

T

P

t PP T
T

V
V P

with

after scaling, the volume is increased by T

P

t PV V P

and the pressure increased by

P typically set to 0.5 ps in GROMOS

T P

P t P
V

P V P

experimental
compressibility

(provided on input)

approximate because
we use the experimental
average compressibility

instead of the
instantaneous one

[only briefly mentioned]

Ntot

Nsystem 1: real system, open

totN Nsystem 2: e.g. ideal gas 
at given pressure

N
is made to

vary dynamically

e.g.
flying ice cube

discussed below

Parrinello & Rahman 1980

e.g.

e.g.
e.g.

hot solvent / cold solute

separate baths

ergodicity violations in NH for small systems

tauT < tauP

discussed below

generalized Liouville
equation
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MD system under PBCMD system in vacuum

translation
and rotation
uncoupled

translation
uncoupled,
rotation
coupled

collision
drag

SD system

translation
and rotation
coupled

i.e.

does not
affect

e.g.

should be specified 

i i
i

m r
N

K
peculiar velocities i.e. after subtraction of possible
contributions along uncoupled degrees of freedom

K W
P

V
note: the forces along constraints and uncoupled dof’s are 

zero, and so is the corresponding virial contribution 

note: the velocities along constraints are zero,
and so is the corresponding kinetic energy contribution 

D c r e
D B

with
k

T K N N N N N
N

cN number of
constraints rN

6 (MD in vacuum)
3 (MD under PBC)
0 (SD)

eN
constrained dof from 
thermostat or barostat
(zero unless specified)

see NDFMIN in GROMOS

e.g. use “1” here for the
temperature-constraining thermostat
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incorrectly
unphysical

in principle 
in practice 

spinning
and unfolding !

overall velocities

frozen !

250K 310K

300K

e.g. large increase in
van der Waals energy

(condensed phase)

e.g. T P
T ps
P ps

typical values
for weak coupling

Note:
Pressure fluctuations 

are typically very large !!!
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(the fate of those who underestimate
the problem of electrostatic interactions)

is

long-range (r-1) residual

soluteexplicit
solvent

implicit
solvent

positive partial charge +
negative partial charge -

i j
ij

o ij

q q
V

r
(+ evtl. implicit solvation term)

o
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e.g.
e.g.

in general, the 
solvent is only
interesting for 
its mean effect 
on the solute...

ELECTROSTATIC INTERACTIONS
IN IMPLICIT-SOLVENT SIMULATIONS
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vacuum

IN GENERAL A BAD IDEA
Dielectric screening: 

Reduction of the magnitude of electrostatic interactions due to the 
polarization of the surrounding solvent

e.g. e.g.

vacuum

solution

For small cavities (e.g. ions), screening 
reduces the force magnitude by (solvent
permittivity) – for water, 80. For large 
cavities (e.g. charged residues in proteins), 
the screening is more limited  (but still large).

mean effect
(electrostatic+hydrophobic)

stochastic collisions
(often assumed uncorrelated
in space and time)

frictional drag
(velocity- and possibly 
coordinate-dependent)

mean
i i ii ii i mm t t tr           r                                     R rF

mean force stochastic force frictional force

Langevin equation
of motion

described in subsequent slides

e.g
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e.g.

better than nothing - but very (very) crude !!!

-0.05
0.00

0.31
0.30 -0.24

0.38 0.30

0.00
0.00

-0.30
0.30 0.00

-0.30 0.30

e.g. protonated
His residue

charge set for explicit-solvent (+1) charge set for vacuum (0)

better than nothing - but absolutely no physical basis 
(turns Coulomb‘s law into a r -2 law) !!!

el
o dd

q qV r
rr dd r n r

Typically used with 
n = 10, 40 or 80 nm-1

(why do people always
forget the units ?) 

r

eff
el

o

q eqV r
r

better than nothing - but absolutely no 
physical basis (merely inspired from the 
Debye-Hückel model of ionic solutions) !!!

p p o i i
i

qr r r r

p

'

qi

Problems:
application of a macroscopic theory to microscopic systems
value of p (1, 2, 4, 20 ?) and surface definition (van der Waals or 
solvent-accessible; choice of atomic radii; choice of atomic charges ?) 
are crucial but ambiguous

s i i p s i p p
i

G q r r

i j
Cb

i j io p ij

q q
E

r

e.g.
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S
s

o S

qG
R

The case of a charge in a spherical cavity is treated by the Born model (1920)

S
o

o S

q
R

q

R

p

The case of a dipole in a spherical cavity is treated by the Onsager model (1936)

S
s

o S

G
R

S
o

o S R
ER

p
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i j i
s

i j i io s ij i

q q qG
r a

screened Coulomb
+ Born solvation
- Coulomb

i j i
s

i j i io s ij ij i

q q qG
f r a a

ij ijr a
ij ij ij ijf r a r a e

ij i ja a a

ai

Problems:
effective Born radii must be recalculated  periodically
value of p and surface definition (including atomic radii) are crucial but ambiguous
inherent approximations of the model...

i
i

o s i

qG
a

p

s

Born equation

Problems:
finite-grid effects (especially at the solute-solvent boundary)
dependency on the grid parameters and molecular orientation

i i

i i

i
i o

i i

e e
E e e
E o i

i
B

EC
k T

(fully oriented)

C: „willingness“ of solvent dipoles to reorient according to the local field
(related to s and parameterized e.g. against explicit-solvent simulations)

i
i i oC

E
E         

[iterative solution]

field (solute + solvent)
at grid point

sometimes also called:
protein-dipole

Langevin-dipole (PDLD)
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Implicit-solvent simulations

long-range component of electrostatic
interactions

Great qualitative tool - but quantitative results are often questionable...

ad hoc

e.g.

short-range solute-solvent interactions e.g.

But...

ELECTROSTATIC INTERACTIONS
IN EXPLICIT-SOLVENT SIMULATIONS
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Example: ionic solvation

kBT

SI
s

o B S

qR
k T

For a monovalent ion in water ( S=78),
this evaluates to ~28 nm

i ii iii

8 nm

28 nm

7 nm
28 nm

vacuum

approximations
(microscopic systems)
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Each charge in the reference box
only interacts with the closest periodic

image (minimum-image) of each 
other charge

Calculation is O[N2], often too expensive
Enhances anisotropy in the system
Nowadays seldom used

L
L

Each charge in the reference box
only interacts with the minimum-image 
of another charge if the corresponding 

minimum-image distance is smaller 
than a cutoff distance Rc

Calculation is O[N Rc
3], with Rc a free parameter

Typically Rc L/2 (no interactions with multiple 
copies, no self-interactions, simpler code)
Partially suppresses anisotropy
More commonly used

Rc

Rc e.g.
much shorter 
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Rc

Cutoff noise of the order of 

Discontinuous, thus energy drift (heating)
due to non-conservative processes

o cR

Net increase in the system energy !!!

e.g. water dimer~25 kJ/mol

Rc

Cutoff noise of the order of 

Continuous but energy drift (heating), due 
to the inaccurate integration of the equations
of motion (sharp energy variations) at 
finite timestep
Strong artifacts in pair properties

o cq q R

O-O rdf, SPC water, Rc=0.9 nm

Relies on the definition of charge groups

Charge groups interact fully or not at all
depending on the minimum-image distance
between their centers

Charge groups should be neutral as 
much as possible, to reduce cutoff noise

Charge-groups should be reasonably small,
to preserve accurate short-range interactions

May require modification of the “best” atomic
charge set

0.24

0.24 0.24

0.24

0.34

0.11

0.24

0.38

-0.38

-0.28

0.28

-0.82

0.410.41

+1

0

00

= charge-group
center

R R Rc: full interaction
R > Rc: no interaction

o cq q Rcharge-charge   ~  
charge-dipole    ~
dipole-dipole     ~ o cR

o cR
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SH(r;Rc)

Rc Rc

~r -1 ~SH(r,Rc) r -1

Shifting function is generally a polynomial

Applied with either atom-based or group-based cutoff

In both cases, entirely removes cutoff noise (heating)

But:

Interaction is unphysical (i.e. no longer Coulombic), and 
altered over the whole distance range

Charges must be parametrized consistently (to 
compensate for this change)

function = 0
derivative = 0

c
c c

r rSH r R
R R

CHARMm shifted dielectric:  

generalized force shift:  

c
c c c

r r rSH r R
R R R

with =1,2 or 3

examples:

SW(r;Rs,Rc) Rs

Rc Rc

~r -1 ~SW(r,Rc,Rs) -1

Similar to shifting function, but the short-range 
component of the interaction remains Coulombic
(more physical)

Applied with either atom-based or group-based cutoff

In both cases, entirely removes cutoff noise (heating)

But:

If Rs is too close to Rc, there may be very large forces
on atom pairs close to the cutoff distance !

Charges must be parametrized consistently

function = 0
derivative = 0

Rs
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dielectric permittivity

o

q qV r
r

in vacuum

rq q
in mediumo

q qV r
r

rq q

o B

o B

Vk T

Vk T

M M

M M

M: box dipole moment
V: box volume
kB:  Boltzmann’s cst
T: absolute temperature

o: vacuum permittivity

M

for cutoff simulations of SPC water with Rc=0.9 nm, one finds 5
(to be compared to the experimental value of 78 !)
dipole-moment fluctuations are not stabilized because the medium 
outside the cutoff sphere is vacuum !
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Rc=

Born
qp
r

i i
sim

i shell r dr i

p
r dr r

r

incorrect solvation free energy
because the medium outside 
the cutoff sphere is vacuum !

Rc

unfolds

stable

unfolds

System properties strongly depend on cutoff 
(cutoff vs Lys-Lys distance)
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Rc Rc

-rij
Ej

rij Ei

R

j ijs
i

o s c

q
R
r

Es

iji s
j

o s c

q
R
r

E

qi qj

i j ijs
corr ij

o s c

q q r
V r

R

R L 2

homogeneous dipolar

shifting function
cutoff damps periodicity effects

ij c

ijs s
RF i j

i j i r Ro ij s c s c

r
V q q

r R R
r

R
VCb

VRF

Fi qi Ei Fj qj Ej
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s o B s

s o B

Vk T

Vk T

M M

M M

M: box dipole moment
V: box volume
kB:  Boltzmann’s cst
T: absolute temperature

o: vacuum permittivity
s: reaction-field permittivity (BW)

M

for reaction-field simulations of SPC water with Rc=0.9 nm, one finds 65
(to be compared to the experimental value of 78)
dipole-moment fluctuations are stabilized because the medium 
outside the cutoff sphere is solvent !

Rc
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S i i
io

ext q r rrr

ext

S

iext i i i
i io ext o

q q
V V

r r r r

qi ri p Vr r

andr     r 0

i j ij
i jo

V q qr r o
r

for r
r for r

r
r

r
with

exactly periodic
artificial periodicity

Considering Coulomb interactions in a strictly periodic system

EW p Vr r EW EWandr     r 0

p Vr

0                   L

p Vr p p rra-1r

EW r r r
Ar

EW Ar r r

k r

l

ak
V kl

r k r ij ij
n

a
n

r r Ln r Ln

k a dr r kr a r for k
ak

for k

   
r

a r a d r a r

A dr r a r
V

with
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EW A slfV V V V Vr r r

A i i
o

V A q A A q

slf i
o

V A A A q

i j ij
i j lo

akV q q
V kl

r k r

i j ij ij
i j io

V q q a
n

r r Ln r Ln

l

akA
V kl

r
n

A r a r a
n

Ln Ln

k
A2

R L

o

r
A1

R L 2 n rij

s o B s

s o B

Vk T

Vk T

M M

M M

M: box dipole moment
V: box volume
kB:  Boltzmann’s cst
T: absolute temperature

o: vacuum permittivity
s: external permittivity (LS)

M

for lattice-sum (tinfoil) simulations of SPC water, one finds 65,
similarly to RF (to be compared to the experimental value of 78)
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e.g.
e

LS (P3M)
electrostatics
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RF

EW

LSERF

R

reaction field
small cutoff

reaction field
large cutoff

Ewald
(P3M,PME)

(Heinz & Hünenberger, JCP, 2005)

Applications:

reaction field
small cutoff (RF)

reaction field
large cutoff (LSERF)

Ewald
(P3M,PME)

medium beyond cutoff
is not homogeneous solvent

artificial periodicity
in the solution

compromise
solution (R~L/2

or slightly larger)
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TIME-SAVING TECHNIQUES

cutoff-based methods

R

lattice-sum methods

R R

real-space reciprocal-space

minimum image only
interaction neglected beyond R
cutoff R is a physical parameter
also typical for van der Waals interactions

all periodic images

cutoff R is a numerical parameter
also possible for van der Waals interactions
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In both cases, pairs with a minimum-image distance smaller than R must be found

Standard algorithm r
r R N N N2

Verlet extended-pairlist algorithm

r R
R R

n

n-1N2
NR3 N

r
r R PL

pairlist generation interaction evaluation

Verlet pairlist algorithm

Twin-range method

r
r R

PL

R r R IR

R’
R’ R

IR

Use of atom groups

gr
gr R PL

r
r R

e.g.
R’-R

m-2N2 m
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The standard double-loop algorithm for pairlist generation scales as O[N2]
Other algorithms may speed up the process and bring the scaling to O[N]
They rely on the discretization of the computational box by smaller grid cells 

grid-cell methodslinked-list methods

R

R<<L

Methods with arbitrary or mixed cell sizes also exist
Many attempts to combine these with parallelization and vectorization 

Grid-cell methods:
Potentially more efficient than linked-list methods

Efficiency loss for small cells (requires careful tuning of cell size)

Can be alleviated

may be alleviated by
Bekker algorithm 

Drawbacks (both methods):
Initial pairlist contains extra pairs at distances larger than R

Pairlist is unsorted (pairs are listed in arbitrary order)
e.g. vs
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P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45-11:30 a.m.

HCI D2
LECTURE 6 (WEEK 7):

Simulation analysis
Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

MOLECULAR
MODEL

degrees of freedom

interaction boundary conditions

generating configurations

system size and shape,
temperature and pressure,

experimentally-derived
information

number of configurations,
properties of the configuration 
sequence (searching, sampling, 

or simulating)

CLASSICAL
FORCE FIELD

ATOMS

TRAJECTORY
ANALYSIS
(extension)
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tQ

Time series of the
instantaneous observable

t

Microscopic observable
- can be a scalar, a vector or

a matrix

- can be bounded, unbounded or
periodic

- can be continuous (real/integer
value) or discrete (on-off)

- can also be a probability distribution
function (histogram) along multiple
occurrences of some scalar observable
(e.g. all O-O distances in water)

Q r p

Microscopic
(instantaneous)

observable

(value associated to each 
trajectory configuration)

Statistical analysis
(operator)

Statistical operator
- acts on the time series
- can act on one observable or

multiple observables 
- can also involve time series from

distinct simulations (with different
system parameters, e.g. V, P, T, ...)

tO tQ O tQ

Q

Macroscopic observable

(can be compared with
experimental data)Trajectory

Positions

Momenta

3N-dimensional

tr
tp

within reference box
if PBC

tQ

t

tr tp

Q r p
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e.g.

e.g. water

by molecule
(water oxygen atoms

always within reference box)

by atom
(all atoms always

within the reference box)

GROMOS: by charge groups
(i.e. intact charge groups based on the

position of the charge-group center
[for water: the oxygen atom])

coordinates actually
written to file

t

n

tr
t L tr n

simulation analysis

framest

n
analysis

this works as long as no atom
travels by more than L/2

between two stored trajectory frames !
t L tr n

i.e.

you have to pick a first (reference)
atom that will always remain

in the reference box

or like thatlike this ???

pick periodic copy of atom closest
to atom position in the reference structure
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GROMOS manual
Volume 5

(surprisingly, GROMOS records
lattice shifts in the trajectory,

but does not yet offer a method
to gather based on them ;-)

“gathered” molecule diffuses, tumbles
and wiggles along the simulation

only the wiggling is kept
(translation and rotation are [largely] removed)

reference
structure

superimposition

N

i i ref
i

X C Tr r
C
T

for each
new  structure,

minimize
with

respect to
translation vector

rotation matrix

(boils down
to a 6x6 matrix

diagonalization)
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Q r p

already calculated during the MD run 
e.g.

atom positions,
velocities, forces 

bond or dipole-moment
vector

box dipole
moment vector Vbox volume

(density)

kinetic energy
(temperature)

potential
energy

total or
components

r
minimum-image distance

between two non-bonded atoms

K T

U

pressure P
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i.e. so called internal
coordinates of the molecule

d
distance, angle, dihedral

between covalently linked
atoms or not

D H
A

d be.g. GROMOS
H-bond exists if:

Note:
dihedral is a periodic

coordinate !

Note:
H-bond existence

is an on-off coordinate

distance angle dihedral

H-bond existence

Radius of gyration

N

gyr i i cm
i

R m
M

r R

N

cm i i
i

m
M

R r

N

i
i

M m

Note:
definition without

masses also possible

center-of-mass
position

total mass

Polypeptides
(proteins)

Nucleic
acids

Polysaccharides

(1 6)-linked

Ramachandran map
(correlates with the

secondary structure)

-sheet

-helix
(default: right-handed)

left-handed
-helix

also...
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310-helix
(i i+3)

-helix
(i i+4)

-helix
(i i+5)

-sheet

Assignment of local secondary structure
for a residue, typically based on
- Empirically estimated H-bond energies 
(from H-bond distance and angle)

- Ramachandran map location

(my first paper
in MD...)

GROMOS87
500 K
180 ps
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i.e. providing overall
structural information

fitted atom positions – rototranslation removed
(sometimes also used: velocities, forces) 

i i Nr e.g. movie of your
favorite protein !!!
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upon averaging
over all N equivalent pairs

of the same atoms in any pair
of molecules r

N

n crd
n

r t p r t p r t
N

Q

probability distribution
 approximated in practice 

by a histogram

crd

average over equivalent
coordinates ( <...> 

which would be over time
[default of the notation]!)

the instantaneous observable is here
a function, called a distribution function

r
minimum-image distance

between two types of atoms
in two different molecules

r
Dirac delta function

 approximated in practice 
by a finite-width bin function

example:

p r t r t r

example: the distribution of O-O distances
between molecules in a water sample

(scaled by the Jacobian factor) is called
the radial distribution function (RDF)

tx ta single-system
trajectory

equilibrium phase-space
probability density,

nowhere zero !

d
x

x
x x

H

H 
x

initial conditionsx r p

e.g. NVT
ensemble

possible initial
conditionstx x

xtx x

not very
representativerepresentative

tx

neither

tx x

end of previous,
reverted velocities
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Seldom done in practice:
Expensive simulations
 people are already happy

with one !

tQ

t
equilibration
(discarded)

sampling
(used for analysis)

e.g. different initial
random velocities

e.g.

tQ

t

tO

Q
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a t

t
time series

a

p a

or

p a a t a

if x
x

otherwise

dx x

with (Dirac delta function)

function (math)

average
over time

a

p a

area=1

p a h a t a a

if x
h x

otherwise

with (binning/windowing function)

histogram (computer)

dx h x

tf t t dt f t 

da p a

a

p a

a t

t

nm

ns nm

nm

p(a) f(a) a

tp f f a t f t dt f a t f    

t t dt da a t a f a f

tda f a f t dt a t a

da f a f p a a convolution
of the two functions
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a

p a

a

a a da a p a

follows from the previously
derived convolution principle

a t

t

a

a

p a

a

a a a da a a p a

follows from the previously
derived convolution principle

a t

t

a

a a a a a
often computationally

more convenient (single-sweep
over the data [instead of
two successive sweeps])

e.g.

e.g.
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ab
ab

a b

Cc
+1  perfect correlation
0    no correlation
-1   perfect anticorrelation

ab a a b

a

C

ba

b

b      

a t

t

a

b t

t

b

Covariance

b

b

ap a

bp b

a

a

ab

p a b
a bp p pa ab b

aab bd ap p

ba apd pb b

ba b ba a a a

a a a

C d d p

d d p a

b b

b b b b

   

     =          

Fourier transform
of a time-correlation function

i t
QJ dt e c t (complex)

QRC Q t R t QR
QR

Q R

C t
c t

C C

Oscillations: peaks

Decay: Lorenzian broadening

QC Q t Q t

autocorrelation function

Q
Q

Q

C t
c t

C
normalized autocorrelation function

Questions:
- what is CQ(0) when <Q>=0 ?
- what is cQ(0) when <Q>=0 ?

Q QC
Q

Qc

if :

Qc t exponential
decayExtreme

behaviors

Qc t oscillatory
Note:

The quantity Q
can be a scalar

or a vector
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E.g.
D H

A
d

dihedral
well

H-bond existence

gauche+

gauche-

trans

fraction of the trajectory configurations where the event condition is satisfied

average time separating periods during which the event condition is satisfied

average time during which the event condition is satisfied

t

Q(t)

t

Q(t)

N P

Q
T

N T

Q
P

N T

Q
V

N V

Q
T

P T

Q
N

V T

Q
N

E.g. NVT ensemble

E.g. NPT ensemble

E

T

V cst

too small interval

E

T

V cst

too large interval

t tt

reasonable interval

E

T

V cst

V
Ec N
T
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N

c
N

number of experiments

confidence factor

variance

N

c

N e.g.
± c=2 N

e.g.
c=1  68%
c=2  95%
c=3  99.7% 

Mc
M

n
divide time series of N points

in M blocks of length n

N M n

plateau value
is true error

too few
blocks (noise)

too small
blocks (correlation)

standard deviation
of the M block averages

Qc t

Q

autocorrelation time
= time to loose memory

“effective” number
of independent samples

t

Q

eff

c
N

tQ

t

do independent (long enough)
repeats of the simulation

CCCC gauche-,
gauche+

trans

n
block length,

mapped here to
block durations

plateau value
is true errorhere with

c=1

tQ
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After periodicity gathering
and rototranslational
least-squares fitting

(based on a reference structure)

1

10

1

 number of trajectory configurations

t
t N

i i i n
t n

t

r t r (t ')dt ' r (t )
N

N These have often little meaning
per se (distorted structure !)
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1 2
1 22 2

1

1 2
2 2

1

1 2

2

1

1

3
8

isotropic crystallographic B-factor of atom i

t

t

/N/

i i i n i
t n

/N

i n i
t n

/
i

i

r r r (t ) r
N

r (t ) r
N

B

B

After periodicity gathering
and roto-translational
least-squares fitting

(based on a reference structure)

B-factors are used in crystallography
to account for the spread in the electron density

[but: may have many different causes than
atomic fluctuations + there is crystal packing !]

RMSF of C  atoms of p53 proteins from MD simulations

p53_human (black line) p63 (red line)
and p73 (green line),  p53_mouse (blue line), 
p53_chicken (cyan line), p53_fly (purple line) 
and p53_worm (yellow line). The residue number 
refers to p53_human. Secondary structure 
of p53_human is displayed along the sequence 
(bottom panel): -helices and -strands are shown 
by red rectangles and green arrows, respectively.

[doi:10.1371/journal.pone.0076014.g006]

1 2
2

1

1

1

1

number of atoms in the molecule

centre of mass of molecule

1

mass of molecule

a

a

a

/N

gyr i cm
a i

a

cm
N

cm i i
i

N

i
i

R r R
N

N

R

R mr
M

M m

After periodicity gathering
(does not depend on translation
or rotation; internal coordinate)
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α β

atN

gyr i cm
iat

R t t t
N

r r

Thermal unfolding
500K

Mean-radius-driven
unfolding (300K) with

atN
unf

unf i cm
iat

k
V t t

N
r r

constant radial 
outwards-directed
force on all atoms

at

at

N

i i
i

cm N

i
i

m t
t

m

r
rwith

high k

low k

1
2

2

1

1RMSD( , )
aN

i i
a i

r ( ) r n( )m n m
N

for two configurations m and n of Na atoms

Depends on which set of atoms is used for the translational and
rotational superposition of structures m and n and on which atoms are
included in the sum 1..Na

After periodicity gathering
and roto-translational
least-squares fitting

(based on a reference structure)

e.g. all-atom RMSD based on backbone C fitting

GROMOS++ program rmsd

GROMOS++ programs 
rmsd_cmp
or rmsdmat

tim
e 

[
s]

time [ s]

Comparison of a trajectory
of a 14-residue peptide in water

with itself (you can also compare
different trajectories !)
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MD of -lactalbumin in H20

Charge
-8e at normal pH = 6.5

+16e at low pH = 2.0 ASP
GLU    protonated, no Ca
HIS

in  5600 H2O, periodic

L. Smith et al., Proteins, 36 (1999) 77-86

(example is a bit
«pedestrian» - I’ll change

it next year...)

with Ca
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Differences between the systems

a Aspartate residues are 14, 16, 37, 45, 74, 78, 82, 83, 84, 87, 88, 97, 102.
b Glutamate residues are 7, 25, 43, 46, 49, 113, 116, 121.
c Histidine residues are 32, 107.

truncated
octahedron

Both systems:
Force field:
Protein GROMOS96  43A1
Solvent SPC water

Starting Structure:
X-Ray at pH = 6.5 with Ca2+

Simulation length:
700 ps

Human -lactalbumin at high and low pH

-Lactalbumin: Structural properties

pH = 8 filled circles
pH = 2 open circles no Ca2+

a Radius of gyration

b Solvent accessible surface 
area

c C -positional RMSD 
from X-ray at pH=6.5

d All-atom positional RMSD
from X-ray at pH=6.5
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Hydrogen bonds present in the X-ray structure
Occurrences of main-chain hydrogen bonds

(indicated by residue 
numbers) in regions of 
secondary structure in the 
human -Lactalbumin
simulations

The populations listed are 
percentages over the 
simulation time 300-700 
ps.

Number of H-bonds with 
occurrence  10% :

High pH 81
Low  pH 56

near
calcium

Time period (ps)

Root-mean-square fluctuations about torsion angles
(in degrees)a in the human -Lactalbumin simulationsb

Backbone:

similar
fluctuations

Side chains:

larger
fluctuations
at low pH

a The fluctuations for 4 are not listed due to the small number of residues with this torsion angle
b The side chains of proline and cysteine residues are excluded from the analysis.

Remark: calculating the average and moments of periodic
coordinates (e.g. dihedral angles) is dangerous ! 

– I don’t know how it was done here !!!
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The total number of torsion angle transitions

in the human -lactalbumin simulationsc

Increased

Time period (ps)

c The total number of torsional angle transitions of 60° or greater (All) and of 120° or greater 
( 120°) are listed.
d There are no main chain torsion angle transitions of 120° or greater in either of the 
simulations.

motion    
disorder

in agreement with experiment

at lower pH

Conclusions

- Structural properties of -lactalbumin are well reproduced at 
pH=8 (native)

- Upon lowering pH to 2.0 and removing Ca2+-ion

- Protein becomes more compact

- Deviations from X-ray structure increase

- D-helix
310-helix (2nd)

- Greater side chain mobility

disrupted in agreement with X-ray at pH = 4.2

in agreement with NMR at pH = 2.0
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Bovine pancreatic trypsin inhibitor (BPTI)

58 amino acid residues
3 S-S bridges 5 internal water molecules

-Helix

310-Helix
-Helix

310-Helix

310-Helix

C. Schiffer et al., Proteins, 26 (1996) 66-71

noise

noise

noise

reliable?

Atomic B-factors: protein BPTI

228
3i i iB r r

P. Hünenberger et al., J. Mol. Biol., 252 (1995) 492

~ mean square fluctuation           
of position of atom i

a C atoms in -helix (50-55)

b C atoms in 310-helix (3-7) 

c Cross correlation

Mean-square atomic 
fluctuations converge 

only after at least a ns of 
simulation
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BPTI: atom-positional cross-correlations
as a function of the distance between atoms

Is it just an artefact?

Fitting to remove translational 
and/or rotational motion can 
induce spurious fluctuations 
and correlations.

Fit on all 
backbone atoms

Important long 
range correlations?

Fit on 
stable part 
of structure

No long range 
correlations

P. Hünenberger et al., J. Mol. Phys., 252 (1995) 492

Yields radial structure of liquid, solid
g(r) 4 r2 dr is the probability or frequency of observing an atom in 

a spherical shell between r and r+dr around an atom

Normalization:

Limits:

number density
N
V

number of atoms
in shell between r
and r+dr around
a cent

2

ral atom

0

4 1
volume

g(r ) r dr N

0
0

r
gl (r )im

g(r)
r : minimum-image distance !

g(r) : unitless function

R[nm]

N=128,
L=1.57 nm

or N if solvent
around a solute

e.g.: water oxygen
around Na+

box
face

box
diagonal

R[nm]

1
r

gl (r )im

corrected

or rather:
the local density

relative to the bulk !
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Radial distribution function g (RO-O)

for the SPC model at four 
different temperatures and
constant volume compared with 
experimental results

Solid lines: g (R) for SPC model

Dashed lines: X-ray data 

J. Postma, A molecular dynamics study of water, PhD-thesis (1985), Univ. Groningen

First neighbour peak becomes 
lower at higher temperature 
and the second one disappears 
in agreement with the (not very 
precise) experimental results

Cavity-oxygen radial distribution function g(r)
for five values of the thermal radius of the cavity

Cavity-H2O g(r)

Curves are obtained by spline 
smoothing with deviation from 
the data not exceeding 0.05. No 
smoothing was applied for 
distance below the first 
maximum

Radius of cavity:

A: 0.100 nm
B: 0.178 nm
C: 0.238 nm
D: 0.299 nm
E: 0.317 nm

J. Postma et al., Faraday Symp. Chem. Soc., 17 (1982) 55-67

Solvation structure 
varies with cavity radius 
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i
r

j

ij r

jr
cos (r )

r

i
1 22

ij

vector at position r  (size= )

r distance i-j

i
/

i j

ij j

ij

r r

r
cos

r

c(r)

2 r
r

i j cos (r )

i
1 22

ij

2

vector at position r  (size= )

r distance i-j

i
/

i j

i j

r r

cos

Orientation of H2O molecules around a cavity
Simulation of cavity formation

Probability density of orientation of OH, dipole 
and HH direction with respect to radius from 
cavity center to oxygen, expressed as 
distribution over cos
Data applied to molecules in first shell (r < 
0.475 nm) from simulation with rth = 0.299 
nm.

Angle between vector
from cavity center to water oxygen
and the vectors
OH:
DIP:
HH:

H H

O

J. Postma et al., Faraday Symp. Chem. Soc., 17 (1982) 55-67
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Orientation of H2O Molecules around a cavity

Two possible orientations of water molecules consistent with the 
orientational distributions shown before

J. Postma et al., Faraday Symp. Chem. Soc., 17 (1982) 55-67

System equilibration

Radial distribution functions g(r) obtained from an MD simulation of a 1 molar 
sodium chloride solution (40 Na+, 40 Cl-, 2127 H2O)
averaged over different 50 ps of the simulation.

(A)  Na+ - Na+ (B)  Cl - - Cl -

W. F. van Gunsteren et al., Comput. Phys. Commun., 91 (1995) 305-319

Is Na+ - Na+ equilibrated? Is Cl - - Cl - equilibrated?

Compare different parts of the same simulation.
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 discussed in lectures about free energy !

System equilibration
Van der Waals non-bonded energy of lysozyme in 5000 water molecules 
as a function of time.

The data points 
represent 25 ps 
averages.

Upper panel: 
total energy
(solid line)

Lower panel:
intra-protein energy
(dotted line),
protein-water energy
(dot-dashed line)

Considering global 
properties is not 
sufficient:
Total energy is 
constant, but 
components still 
drift.

W. F. van Gunsteren et al., Comput. Phys. Commun., 91 (1995) 305-319
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Chloroform models

2
612

12 6
0

3

1
2

1
4 1ij ij ij

ijRF

RF

i j

c

QQCC
r Rr

r
r

Geometry: rigid (SHAKE: tolerance=10-4)

Interaction:

I. Tironi et al., Mol. Phys., 83 (1994) 381-403

bonds   d
angles

Cut-off radius
Rc = 1.4 nm
Dielectric
constant

RF = 5

Simulation:
216 molecules 
in cubic box

t = 2 fs
T = 0.1 ps 

T = 293 K
P = 0.2 ps

P = 1 atm
T = 10-9 m2N-1

(10 ps equilibrium,
50 ps sampling, 

every 50 fs)

Chloroform models
Energy, density, pressure, temperature

pressure
density
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Chloroform model: thermodynamic properties

2 1

2 1

1

T T T

ln /V ln
V p p p p

2 1

2 1

1

p p

ln /V
V T T T

Isothermal compressibility: 

Thermal expansion coefficient:

Heat capacity: 2 1

2 1

3 vib
V

V
V

V

U UE R C
T T T

C Why 3R ?
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D cj
tj r particle flux

c tr particle concentration
self-diffusion coefficientD

c
t

 j

c D c
t

c r r r Dtc t Dt er

d dt d r c t D d r c t
dt dt

D d r c t d r c t

D d r c t d c t

D d c t d c t

D d c t d c

r r r r r

r r r r

 r  r r

r r r r r  r

 r r r r t D

d c tr r

Einstein relation

t
dD t
dt

r

D

time 0 time t

i tr

N

i
t t

N
r r

tr

t

6D
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x x

x x

t t t

x x x

t t

x x
t

t t t

x x

t t

v v

t t

v v

d d dD x t dt v t dt dt v t v t
dt dt dt

d dt dt v t v t
dt

d dt d v t v t
dt

d dt d C
dt

d C d Cvv

   

D

time 0 time t

i tv

simtN

i i
isim

C dt v t v t
N tvv

Cvv

3D

Green-Kubo relation

D d Cvv

Examples: Autocorrelation function:
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Snapshot of a simple bilayer of decanoate/decanol molecules, 
water and ions

Projection on the xz-plane of a snapshot of the system after 30 ps simulation:

Decanoate ions 
and decanol 
molecules
(       )

Sodium ions ( )

Water oxygens (O)

Oxygens in the 
lipids (o)

E. Egberts et al., J. Chem. Phys., 89 (1988) 3718

Diffusion constants from mean square displacements

2 2 2 24   0 0
t
lim r (t ) t , where r (t ) (x(t ) x( )) (y(D t ) y( ))

Lateral diffusion constants were calculated for Na+ ions, and for the 
centers of mass of decanoate ions, decanol molecules and water
molecules from mean square displacements using the relation:

Fig 12: Average squared lateral displacements as a function of time for the centers of 
mass of decanoate ions (          ), decanol molecules (        ), water molecules (         ) 
and sodium ions (          ).

Calculated diffusion 
constants:
Sodium
D = (2.7±0.3) x 10-6 cm2s-1

Decanoate
D = (2.7±0.3) x 10-6 cm2s-1

Decanol
D =(5.2±0.4) x 10-6 cm2s-1

Water
D=(1.2±0.05) x 10-5 cm2s-1
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Translational and rotational diffusion

2
6i it t ',

tr
i

lim r (t ' t ) r (t ')D t

1
t

i i
t ',i

(t ') (t ' t ) e

Dynamic properties Chloroform
C-H: z-direction

Translation:

Rotation:

I. Tironi et al., Mol. Phys., 83 (1994) 381-403

z

x z,
2

21 3 1    
2

t

i i
t ',i

(t ') (t ' t ) e

 discussed in lectures about refinement !
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= 2.4

Liquid chloroform
2

22

0 0

2 11
2 3 3

RF

RF B B

M M M M

Vk T Vk T

1

N

i
i

M

Dielectric properties:
Dielectric permittivity

= total dipole moment

I. Tironi et al., Mol. Phys., 83 (1994) 381-403

= 3.4 ps

0
t

M(t ) M( ) e

M

Liquid chloroform 

t
t '

t '

M(t ') M(t ' t )
e

M(t ') M(t ')
2 1
2

RF

RF
D

I. Tironi et al., Mol. Phys., 83 (1994) 381-403

Dielectric properties:
Debye relaxation time D
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Chloroform: various properties

I. Tironi et al., Mol. Phys., 83 (1994) 381-403

This won’t tell you anything “sharp” but may
give you an idea of (1) what is possibly going wrong

and (2) what might be particularly interesting looking at

E.g. energy components, temperatures, pressure, RMSD, specific internal coordinates...
These are easy (programs available) and may give you information on

(1) what is possibly going wrong; (2) whether you are well equilibrated; 
(3) what might be particularly interesting looking at

Define the observable(s) that are most likely to characterize
simply and precisely the process you observe; here, don’t be lazy:

if the program does not exist, write it!

Plot things in a way that the main message
is easy/immediate to grasp from the figures/tables

Not always easy/possible --- can be cumbersome;
also: what is in the error --- usually only statistical error
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They are usually an «alarm bell»
for something else !

In particular:
check Tsolute
vs Tsolvent !
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LECTURE 7 (WEEK 8):
Free energy calculations I

Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

degrees of freedom

interaction boundary conditions

generating configurations

CLASSICAL
FORCE FIELD

ATOMS

FREE-ENERGY
CALCULATIONS
(extension)
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F E TS
(also sometimes noted A; appropriately called the free energy)

G F PV E PV TS
(often also called Gibbs free energy or simply free energy )

E internal (=total) energy

P pressure

V volume

T (absolute) temperature

S (absolute) entropy

S

NVE
dS for any spontaneous change in the system

(zero: system at equilibrium)
2nd law of 

thermodynamics

microcanonical

G

NPT
dG

for any spontaneous change in the system
(zero: system at equilibrium)

derived
formulation

isothermal-isobaric (Gibbs)

F

NVT
dF

for any spontaneous change in the system
(zero: system at equilibrium)

derived
formulation

canonical

S

BS k d d Er p r pH

N number particles

Dirac delta function

Bk Boltzmann constant

Nh N
h Planck constant

[indistinguishable
particles]

Density of states E

area of an energy
isosurface at E

in  6N-dimensional
phase space

E

Boltzmann equation
(a priori equiprobability)

+ normalization

N
i

i im
pr p rH V HamiltonianS N V E

given
N,V

NVTF Z d dr p r pH
Bk T

F

T (absolute) temperature

canonical partition function

G

NPTG Z d d d Pr p r pV H V V P (reference)
pressure

V volume

Gibbs partition function
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r pH P
d d

r p
r p

r p r p  
H

H

Y d d Pr p r p r p r p  Y Y Y
r pY

ensemble-average
observable

corresponding
instantaneous observable

F Cr pH d d
C Z

d d

r p 
r p

r p r p  
H

H

reason:

MD
Y r pY i.e. a straight average over the sampled configurations

is already a Boltzmann-weighted ensemble average

MD
r pHthe average will never converge...

the averaged quantity
is highest where the sampling

probability is lowest !

normalized

Conformational Alchemical

F N V T

Thermodynamic
e.g. temperature

F N V

AT

B AT > T

F N V T

or similarly 
for N,V, ...

State A

State B
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A A A AN V T Q

B A AN V T A B AN V T A A BN V T A A A BN V T Q

Number of particle
change

Volume
change

Temperature
change

External
field change

Q: Additional external variable
defining the strength of a possible coupling

of the system with its surroundings (e.g. applied
gravitational, electric or magnetic field)

X X X X X XF d d V Qr p r pH

AB B AF F F

r p XN - dimensional

State A

State B

vectors

AB B AF F F

X XF d d fr p r r pH Xf r
conformational-state

indicator function
(no dependence on

momenta [conformational])

Af r

Bf r

State A State B

Conformational
change

Af r

Bf r

Thermodynamic Kinetic

Structural Experimental

States are largely
"in the eye of the beholder"

a device to bring a complex
configurational ensemble 

dynamics into a simplified form,
amenable to human reasoning

Watch out for possible
discrepancies between definitions

(e.g. unfolded state =
high rmsd or dark in NMR ?)

Would one of the most
fundamental concepts of

chemistry be... undefined ?

N V T cst
AB ABF K

Related to equilibrium constant
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N

gyr i i cm
i

R m
M

r r R

N

i
i

M m

center-of-mass
position

total mass

N

cm i i
i

m
M

R r

F s d d f sr p r r pH f sr reaction coordinate
indicator function

s

gyrf s R sr r
folded

unfolded

F s

via

AB B AF F F

X XF d dr p r pH X r pH state Hamiltonian

A r pH

State A State B

Alchemical
change

N V T cst
B r pH

i.e.

Otherwise, the two Hamiltonians
are not functions of vectors of the

same dimensionality! Also: deleting a
point mass does not make sense classically,

and non-interacting point-mass statistical
mechanics (ideal gas) is analytical

No covalent interaction is
often unwise: particle is a gas

particle not seeing the rest
of the system (sampling issue)

Example: ethane methane (united-atom)
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AB B AF F F
State A
(free)

Conformational
change

State B
(bound)

protein and ligand very far
 no interaction

protein and ligand very close
 binding

sampling the process
directly (e.g. PMF

along the protein-ligand
distance) is difficult

ABF

boundFfreeF

decoupledF

AB bound freeF F F

Decoupled state
of the ligand  no

intermolecular interactions

Alchemical ligand insertion
 install intermolecular

interactions

often easier to 
sample !!!

Many choices; generally,
the intramolecular interactions

will be either kept unaltered
(or only the intramolecular

non-bonded will be removed)

calculated via cycle:

gasF
N V T

phenol
in gas phase

= H

toluene + dummy
in gas phase

= dummy

(mass site with e.g.
phenol-like covalent

attachment)

A number that has
no meaning per se 

(and that we could arbitrarily
change by altering the 
covalent parameters 

involving the dummy) !!!

wat gas slv slvF F F tol F phe
The meaningful

(physically measurable)
quantity !

[the effect of a specific covalent
attachment of the dummy

becomes irrelevant (cancels out)]

= O = CH3

watF
N V T

phenol
in water

toluene + dummy
in water

dummy:
same covalent
attachment, no
interaction with

surrounding solvent

Again, a number that has
no meaning per se 
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Conformational Alchemical

F N V T

Thermodynamic

F N V

AT

B AT > T

F N V T

State A

State B

 number of dof
is invariant

 one degree of
freedom projected out

 one degree of
freedom added in

(conformational coordinate) (alchemical coordinate)

conformational pseudo-alchemical

thermodynamic alchemical
pseudo-conformational

V tVBox volume V
t

t m r pH V
V

V
Thermostat reference

temperature

fictitious 
(piston) massVm = Andersen

barostat

T tT

Number of
particles

= grand-canonical
MDN tN N

t

t m r pH N
N

N
fictitious 

massNm

= multicanonical
sampling or SPEED

[more complicated]

A

B

r p
r p

r p
H

H
H

if =0

if =1

Coupling
parameter

= -dynamicst
t

t m r pH fictitious 
massm

this condition is actually compatible
with many alternative coupling schemes !

: Hamiltonian coupling parameter

becomes a dynamic variable !
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t sr p rH S t
Lagrange multiplier (determined

at each timestep so that the
constraint is satisfied; e.g. SHAKE)

Dirac delta function

rS collective
coordinate

s reference value

dynamics
using

 pseudo-alchemical
variable

Conformational AlchemicalThermodynamic

B
AB

A

f
F

f
r
r
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r pH Q P
d d d

r p
r p

r p r p  
H Q

Q
Q H Q

X X XF d d d P f C f Cr p  r p r rQ Q Q Q

B
AB

A

f
F

f
r
r

Q
Q

= high value

P r p

r p

Af r

Bf r

conformational
space

Example with a purely
conformational change

We just to count the number of trajectory
frames in the MD where fA=1 and where fB=1 !

a priori
conformational problems

pseudo-conformational

Q
possible

extended-system
variable

(only present
if «pseudo»)

bT S kJ mol

bT S kJ mol

An (unusual) example
where it works...

Hünenberger et al.,
JACS 119 (1997) 7533-7544

b b bG H T S
bRT K

Experimental values:
T K
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Concentration 0.04 M Exp.

Periodic solutionSimplified solvent representation

cheap s simulations

Hydrogen bonds

Cyclohexane-
diamine

Cyclopentane-
diol

in CCl4 or benzene

2 solutes + 252 CCl4 “atoms”
 total 273 atoms

box-size: (4.33)3 nm3
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Hydrogen bonds

d
Reaction coordinate (t):

Minimum O(diol)
to N(diamine) distance

Reaction
coordinate

Coulombic
energy

Total potential
energy

Animation
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R-S

bT S kJ mol

bT S kJ mol

An (unusual) example
where it works...

Hünenberger et al.,
JACS 119 (1997) 7533-7544

b b bG H T S
bRT K

Experimental values:
T K
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finite-length trajectory started from A finite-length trajectory started from B

 too short: we never visited B  too short: visiting time of B is random
A

B

Bk T

F

finite-length trajectory started from A finite-length trajectory started from B

 too short: we never crossed the barrier,
visiting time of A is full simulation

length (arbitrary)

 too short: we never crossed the barrier,
visiting time of B is full simulation

length (arbitrary)

A B

F

Bk T

Conformational AlchemicalThermodynamic

B b b
AB

A b b

f
F

f
r r
r r

U

U
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b br p r p rH H U b rU biasing potential

B
AB

A

f
F

f
r
r

X Xf d d P fr r p r p r

P
d d

r p
r p

r p r p  
H

H

B b b
AB

A b b

f
F

f
r r
r r

U

U b
b

b

P
d d

r p r p
r p

r p r p r p  

H U

H U

X b Xb
f d d P fr r p r p r

Boltzmann sampling:
e.g. MD+thermostat

all frames have equal weight 
in the ensemble average

fNn
n fw N

bias has been removed !

b n

f

b m

n N

m

ew
e

r

r

U

Uthis configuration
has been undersampled

this configuration
has been oversampled

fN

n
m

w
n fw N n fw N

Reweighting

b rUb rU

sampling has been biased,
ensemble averages are incorrect

for the physical ensemble
b rU
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s
difference or/and barrier too high

not amenable to DC method

F s

s

b sU bF s sU

s
difference and barrier reduced

amenable to DC method

biased PMF

s

bP s

sampling
(MC or MD)

biased distribution

s

P s unbiased distribution

B

B

e
e

r

r

U

U

just reweight all configurations of
the biased ensemble by

before calculating ensemble averages…

e.g.

b k sU

s

s

biased PMF
b kP s

sampling
(MC or MD)

F s

s

kF s

s

unbiasing

matching
of the constants
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Robert Doisneau 
"Un Musicien Sous La Pluie"

Paris - 1957

Multiple-
windows G Q

Q

bias QU series of (parallel)
equilibrium simulations
+ matching of windows

and reweighting
(e.g. using WHAM or MBAR)

move location
of bias

Adaptive

series of (successive)
equilibrium simulations

+ matching of ensembles
and reweighting

(variant: self-healing)

remove under-
sampled areas

non-local !

Memory-
based

build-up
memory in

visited areas

t

single non-equilibrium 
simulation

+
"negative-image"

approximation
or

additional "frozen-bias"
simulation

local !

217



basic idea
deflation (1969)
tunneling (1985)
tabu search (1989)
local elevation (1994)

conformational flooding (1995)
Engkvist-Karlström (1996)

adaptive reaction
coordinate force (2009)

Wang-Landau (2001)

metadynamics (2002)
filling potential (2003)

LEUS (2010)

applicability accuracy
(our favorite flavor of this principle)

Hansen & Hünenberger
J. Comput. Chem., 31, 1 (2010).

Two-steps implementation

then

LEt USt
LE BUILD-UP PHASE

non-equilibrium
rough biasing potential

US SAMPLING PHASE
frozen biasing potential

biasG Q QU
not very accurate or

requires slow build-up

reweighting
"irons out" the roughness
of the biasing potential

duration duration

tUS

adaptive biasing force (2001)

gaussian-mixture US (2009)
basin paving (2010)

Truncated polynomial
basis functions

TRUNCATED
POLYNOMIAL

A COMPARABLE 
GAUSSIAN

f x x x h x f x x
computation cheap expensive

range finite (next grid point) formally infinite

„wiggling" no yes

continuity yes (+derivative) formally no (if cutoff)

increases
with build-up
magnitude !even better:

spline of order 2

50 ns Plain MD
(initiated from X-ray structure)

50+50 ns LEUSPeri -Hassler, Hansen, Baron 
& Hünenberger

Carbohydr. Res. 345, 1781 (2010)

2D subspace (rotation timescales
~ 10 ns – 1 s)
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Pickett & Strauss
ring puckering coordinates

3D subspace

Hansen & Hünenberger
J. Comput. Chem. 31, 1 (2010)

[use for desing of new 
carbohydrate force field

GROMOS 56ACARBO:
J. Comput. Chem. 32, 998 (2011)]

(pseudorotation
timescales

~ 50 ns – 1 s)

100 ns Plain MD
(initiated from 4C1) 50+100 ns LEUS

biased after unbiasing analysis of 
pathways and barriers

Conformational AlchemicalThermodynamic

T

d T F T
d T

r pH
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F T Z d dr p r pH Bk T

d T F T d F T d Z dZZ
d T d d d

Z d dr p r p r pH H

Z d d
r p

r p 
H

T

d d
E T

d d

r p r p r p
r p

r p r p

H H
H

H

 This is called the Gibbs-Helmholtz
equation and you can also derive it

easily based on the laws of thermodynamics

T

E T
T

T

T F T T F T dT E T

T T

NVT simulations
at different temperatures

 average total energy

T T
e.g. Note: E is defined within an arbitrary

constant; but it is easily checked
that E E+C leads to F F+C

numerical
integration

(quadrature)

Conformational AlchemicalThermodynamic

V

dF V
dV

r pP

220



V

dF V P V
dV

r pP
 This one is easily derived

based on the laws of thermodynamics

 Actually, we should probably
rather call it volume integration

dF PdV SdT
(stat mech derivation is possible,

but more tricky !)

V

P V
NVT simulations

at different volumes
 average pressure

V

V

F V F V dV P V

VVV V
e.g.

numerical
integration

(quadrature)

Conformational AlchemicalThermodynamic

B

A
ABF d r pH
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A

B

r p
r p

r p
H

H
H

if =0

if =1

this condition is actually compatible
with many alternative coupling schemes !

A Bs s + s where “s” is any 
force-field parameter

mass, charge, pairwise LJ coefficient,
covalent reference value and force constant, ...

1i i
B

i
Am ( ) m m

222
0 0

1 1 1
4 b b

A B A BV( ; )b bK K b b
2

0 0
1 1 1
2

A B A BV( ; ) K K cos cos cos

0 0

21 1 1
2

A B A BV( ; ) K K

1 1 1A A A B B BV( ; ) K cos cos m K cos cos m

612
2 1 22 62 6 2

0 1

612
2 1 22 62 26 0 1

2

2

11
4

1
411 1

n

LJLJ c

n

A A
i j

AA

B B

LJLJ c

ij
ijij ij

i j
BB

ijij ij

q q
r

rr

CCV( ; )

q

r

r

q

r

C

r

C

mass

bond-angle bending

bond stretching

improper-dihedral
distortion

proper-dihedral
torsion

non-bonded
interactions

+ RF terms

Note: n 1,
parameters
 non-linear
coupling

specific -dependence determines 
pathway from A to B

F Z d dr p r pH

dF d Z dZF Z
d d d

Z d d r pr p r pH
H

Z d d
r p

r p 
H

d d

d d

r pr p r p r p
r p r p

H
H H

H

F F d F
NVT simulations

at different values
 average Hamiltonian

derivative

F

r pH

numerical
integration

(quadrature)
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J. Comput.-Aided Mol. Des. 

vacF

dummy skeleton
(no intermolecular

interactions)

vacH /    

watH /    

vac minus wat

integral Fslv

F

watF

slvF

-cyclodextrin  p-methoxyphenol showing the orientation 
of the guest when inserted. 

X = CH3
Cl
CN
OCH3

Mark et al., JACS 116 (1994) 6293-6302
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Mark et al., JACS 116 (1994) 6293-6302

X

Note: CH3 and Cl compounds
have an attached dummy !

Guest
X=

MD
Enthalpy 
H(~ E)

MD
Free energy
G= H-T S

Experiment
kJmol-1

G
-O-CH3 0 0 0
-C   N -9.9 0.8 -2.8
-Cl 2.5 -2.6 -3.8
-CH3 13.7 4.2 0.1

Binding parameters:

bindingF F F
F F

If the ligand tends to escape,
you can add restraints – but then

you have to correct for them later !

N inhibitors

j

M

j
j

HF FM points

E I

NE I

E I

EI

EI

NEI

2 M N

10 10 200

unbound bound
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i BA
state A state B

H

F

B

A

B A
H p rFF F d

sufficient sampling <…>
sufficient number of -points i

Important:
accuracy can be systematically improved
by sampling longer / adding more -point

each leg

pairs of states

i A B

are unphysical, so
irrelevant for anything

else but the free-energy
calculation

and in particular:

- every point needs some equilibration time (discarded)

- orthogonal barriers may be difficult to 
overcome at fixed lambda

ABF d r pH
NVT simulations

at different  values
 average Hamiltonian

derivative

r pH

numerical
integration

(quadrature)

n

N

AB
n t

F
N

r pH

n
nt
N

simt t

t

r pH

t

N timesteps
n=1..N

tsim

TO BE ADDED TO
FREE-ENERGY I
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Conformational AlchemicalThermodynamic

F F
r p r pH H

F Z d dr p r pH

d d
F F

d d

r p r p

r p r p

H

H

d d

d d

r p r p r p r p

r p r p

H H H

H

r p r pH H

NVT simulation at 
 calculate F from FEP

formula

F

F

F
F r p r pH H

Note: the TI formula is
recovered by evaluating

F FF

So, TI is the linearization of FEP
(omitting higher-order derivatived of F)
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F
Set to one !

i.e.

Example

State A State B

r p r pH H

State A State B

+ -

State A contains very
few configurations with low

energy in state B
 at finite sampling time,

the least bad will dominate
the ensemble average and

the result will be crap !

F
Do many intermediate steps

with a small spacing 
(K intervals, K+1 points)

forward perturbations
(K simulations)

backward perturbations
(K simulations [same +1 new])

hysteresis
is a measure of

the error

double-wide sampling
(K/2 simulations)

no hysteresis can
be determined
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many simulations

C

D

E

B
B

R
R

R

i
i

H HF F k T
k T

RE I

I
I

NI

REI

EI
EI

NEI

2 simulations of
an unphysical state which
is chosen to optimise 
sampling for  entire set of N
inhibitors

Idea: use soft-core atoms for each site where the inhibitors possess 
different (or no) atoms

The reference state simulation (R) should produce an ensemble that 
contains low-energy configurations for all of the Hamiltonians (inhibitors)

H1, H2, … ,HN
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V r
rr

c

i j rf r

c

f

rf
rf

rq q C C
V

RR
r

r

2 kBT

5 kBT

soft-core region
first-neighbour peak 
solvation shell

B BF F k T H H k T

final state Binitial state A

no cavity

H( ) very large 

no contribution to F

                                                                     BAB A

cavityno
cavity

modified initial 
state
unphysical

soft
interaction 

sites

reference state R

modified initial (reference) state
ensemble contains configurations with 

low energy (= H) for various final state Hamiltonians
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Proteins

ProteinsProteins

N sites that can be water-covered or not 2N combination
(for one ligand with a specific substitution, 

only one of these 2N combinations will be relevant)
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Conformational AlchemicalThermodynamic

Coupling
parameter

= -dynamicst
t

t m r pH fictitious 
massm

becomes a dynamic variable !

e.g. dihydroquinone
benzene in water

Bieler, N.S., Häuselmann, R. & Hünenberger, P.H.
J. Chem. Theory. Comput. 10 (2014) 3006
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Conformational AlchemicalThermodynamic
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HA HB
HR

i.e. some where HA is low
and others where HB is low

i.e. the relative weighting
can be determined accurately

HR

A BsH s H E
RH s e e

AH BH

Good
s-value

Too high
s-value
 barrier!

Too small
s-value

 bad overlap!

Minima
at same heights

RH

conformational
space

Minima
at different heights

No energy offset E
 only one state sampled

Good energy offset E
 both states sampled

AH
BH
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HR

This is not absolutely guaranteed
to work, as there may be no solution

at all (but normally works for
“simple enough” problems)

s E

HA HB

And difference in
other properties

if you like...

- predict end-state energy distributions
and compare with end-state simulations

(  sufficient sampling of the end states?)
- monitor end-state energy time series

(  sufficient number of transitions
between the end states?)

Conformational AlchemicalThermodynamic
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bias BU

bias A bias BsU s U E
biasU s e e

bias AU

s E
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P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45-11:30 a.m.

HCI D2
LECTURE 8 (WEEK 9):

Free energy calculations II
Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

degrees of freedom

interaction boundary conditions

generating configurations

CLASSICAL
FORCE FIELD

ATOMS

FREE-ENERGY
CALCULATIONS
(extension
[part II])
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See other lectures
(not re-discussed
specifically here)

e.g.
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via

N

n
n

F F
N

c
N

N independent
repeats n=1..N

via k

K

k
k

F w H K

k k
k

w

k
e.g. from

block-averagingkw quadrature
weights

ABF

BAF
AB BAF F

= hysteresis
(should ideally

be zero!)

ABF

BCFCAF
AB BC CAF F F

= closure error
(should ideally

be zero!)

e.g. predict end-state
(A or B) potential-energy
distribution and compare

with real one from a separate
plain simulation of this statee.g. FEP, OSP, EDS

e.g. FEP, SG
or TI (with specific setup protocol)

(alternative: time-correlation analysis or
block-averaging on one simulation

[or bootstrapping])

Did we generate truly independent repeats
(e.g. is changing the initial velocities enough?)

Can there be systematic errors in the methodology?

Did we equilibrate and simulate
long enough at each lambda points?

(were there states we completely missed?)

Was the numerical quadrature good enough?

e.g. FEP, SG
or TI (with specific setup protocol)

via

via

Low hysteresis may be due to too short sampling

Errors on each leg may be larger than cycle-closure error
when they coincidentally compensate each other

e.g. FEP, OSP, EDS

Difficult to convert an extent of overlap
with a free-energy error estimate

Can there be systematic errors in the methodology?

(alternative: time-correlation analysis or
block-averaging on one simulation)
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p

p-

X = CH3
Cl
CN
OCH3

vs.

MA96.12: Mark et al., 
JACS 116 (1994) 6293

p p

largest
for 50 ps

largest
for 100 ps
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p p

p
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Low hysteresis

correct free energy
AND

Low hysteresis

incorrect free energy
BUT FROZEN

SYSTEM

ADEQUATE
SAMPLING

High hysteresis

incorrect free energy
AND PARTIAL

SAMPLING

via e.g.

The same considerations apply

Requirements: (for each ):

system =  relaxation time of the system

p p
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0.25 nm 0.35 nm

0.30 nm 0.375 nm

0.325 nm 0.40 nm
slow
convergence

J. Chem. Phys. 
102 (1995) 3787

slow
convergence

Error (102 %)

10 %
5 %

1 %

at ~100ps

at ~100ps

40 -points
0.1 ns equilibration

0.9 ns sampling

Bieler & Hünenberger
J. Comput. Chem., 36 (2015) 1686. 

(the statistical error may also be 
a clear underestimate of the true error)
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e.g.

e.g.

 varies over the course of the simulation
 system finds -values where barriers

are easier to cross (in this case: in the
glycine state where , -rotation is easy!)

(next
lecture)
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Rectangle Trapezoid Simpson

Recommended

Romberg
= overkill!

Tw                         Sw                         

N

ab n n
n

I h w f x

Qw                   

F = integral 
= area under the curve

Adding points
here won’t change
much the integral

ABF d r pH
r pH

Choice: how many -values
distribution of -values integrate a smooth curve?

Adding points
here may help

a lot
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AB ABF d Fr pH

(2) Did I leave enough time for equilibration?
Was the sampling time afterwards sufficient?

(3) Is the force-field
good enough?

(1) Is the quadrature good enough?
(enough -points for a smooth curve,

good quadrature approximation)

(5) Is the experimental
value correct at all?

(i.e. what is its uncertainty?)

(4) Is the comparison valid?
(process, state point,

standard states)
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Four possible 3-membered 
closed cycles:

gives
wrong
error
estimate

use single cycle values
to estimate lower bound of error,
not G values

in water in -CD

mutation Gwater G -CD Gwater- -CD

Cl      CH3     CN       Cl -1.0 5.2 6.2

Cl      CN       OCH3 Cl 17.2 12.8 -4.4

Cl      CH3 OCH3 Cl 2.7 6.0 3.3

CH3     OCH3 CN       CH3 -13.5 -12.0 1.5

X1 -> X2 -> X3 -> X1

Residual free energy for a closed thermodynamic cycle

Binding of p-substituted phenols
to -cyclodextrin

X = Cl, CH3, CN, OCH3

Ideally, all values should be zero Actual
error
much
bigger

CH OCH

Cl

CN
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i.e.

LJ LJ A LJ BV V V

LJ B
ij ij

V
r rLJ AV

State A State B

Very small

1

10-110-4 ...
LJV r

...

-
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V r
rr

c

i j rf r

c

f

rf
rf

rq q C C
V

RR
r

r

van der Waals electrostatics

2 kBT

5 kBT

soft-core region
first-neighbour peak 
solvation shell

interaction energy Distribution of water molecules around 
and in the soft-core cavity of 0.6 nm diameter

A

B

r p
r p

r p
H

H
H

if =0

if =1

this condition is actually compatible
with many alternative coupling schemes !

specific -dependence determines 
pathway from A to B

LJ
ij ij

V
r r

ij
iji

n
L

L
J

JJ

A

L

A

j

CCV r
rr

BB
n

LJJ ijL ij

CC
rr

1 22
0 1

2

11
4

A
i j

CB

A

j

c

i

ij

n q
V ; )r

q
(

r

1 22 20 1

1
4 1

i
B

i

B
jn

jc r

q q

For GROMOS: also add RF terms
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Bieler, Tschopp
& Hünenberger, P.H.

J. Chem. Theory. Comput.
11 (2015) 2575 

ion in
water

ion in
15C5 host

correction for the positional restraints
of the ion in the host

in the intermediate soft-core state,
the ion would love to exit the host and

be freely hydrated!
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Vacuum

Molecule is tumbling
(~3/2 kB T kinetic energy)

 we «receive» work
when extending the bond
(spinning ice-skater effect

+ velocity rescaling)

Water

We have to «push against»
the solvent

 we «supply» work
when extending the bond

Analogy:
stone on sling

Thermostat

e.g.

SHAKEV
SHAKEV

(e.g bondV

Free energy as a function of a changing constraint

1. Assume R is a constraint (“reaction coordinate”) defined by

2. Free energy change with respect to R:

3. Free energy difference

1 2

1 2

1 2

1

1 2

1 2
1

1 2

2

N

N

N

V(r ,r ...,r ; )
N

V(r ,r ...,r ; )
N

V(r ,r ...,r ; )
N

R

R

RR
R

R

F( ) ln Z( )
Z( ) (momentum part ) e dr dr ...dr

( ) e dr dr ...dr

e dr dr .

R

V
V f

R R
R

R

R

..dR

f
f

F
R

R

r

e.g. distance rij or torsional angle

f
c Rf f

Rf
R

f

cR R

f

2

1

2

1

2 1

R

R

R

c
R

F (R ) F (R ) fF dR
R

dR

= force to be subtracted from     to satisfy
= known in a constraint simulation

constra intf
= free force

Nr rR r

N cR r r Rr
e.g. Lagrange multipliers

of SHAKE!

e.g. if solvent “compresses” bond,
fc > 0  F increases if we extend the bond
(we give work to push against the solvent)
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Contribution of bond-stretching term in V(r) to G
Process: change 512 H2O into 512 CH3OH

Gbonds Gtotal (kJ/mol)

gas phase  0  0

liquid phase 1. flexible model -6.1 8.4

2.   rigid model I             -4.8 9.1

rigid model II -4.7 11.3

Bond
contribution
cannot be 
neglected

M. Rüedi,
master thesis
ETH (1992)

Effect of bonded term

H O H

H O CH3

negative  here,
the surroundings want
to “stretch” the bond

(probably because of H-bonds)

vacuum
contribution is small
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Question:
Is a decomposition of a free energy difference F = F1 + F2
possible, if the potential energy is decomposable, so if V = V1 + V2 ?

Free energy: only configurational integral

Free energy difference, perturbation formula:

Decompose potential energy:

Decomposition of a free energy change F into components ?

1
NV r ; NF( ) ln e dr cons tant

1

0

0
V

F( ) F( ) F( )

ln e 0N N NV r ; V r ; V r ;where

1 2
N N NV r ; V r ; V r ;

So:
1 21

0

V VF ( ) ln e e

= expand in powers of up till 

1 2F ( ) F ( )???

use:
2

2 3

1
1 2

1
2 3

x x xe ...
! !

x xln( x) x ...

Can one write F( ) = F1( ) + F2( ) ?

21

2
2

2 2 2

1

0

2 2
1

1
1 2 3 2 3

0

2
2 21 3

0 0 00 0
1 1 1

0

1 1
2 2

1 2
2

VV

F(

ln e e

ln

l

) F( )

O O

O

V
V

V V V

V
V

V V V

F

n

( )

2

2
2 21 3

0 0 00 0

2
2 2

1

3
0 0

1 1

1 12 20 0

2 22
2

         2
2

V O

O

V V V

VV V

V V

V

22 2
0 00

22 2 2
0 0 0 0 00

1 1 1

1 12 2 2 2 2

2

2
V V V V V

OV V

VO O

V

V

1 1 1
2

2 2 20 0 0
F VF V OV V

21F F unless            and            are uncorrelated1 2V V

Smith and van Gunsteren, J. Phys. Chem. 98 (1994) 13735-13740

2

1
2

x xe x

2

1
2
xln( x) x

252



Use of thermodynamic cycle

Free enthalpy G is state function
G is independent of path chosen
G (around cycle) = 0 12 1 3 4 342G G GG G G

IA + -CD (IA + -CD)

IB + -CD        (IB + -CD)

MD MD

exp.

exp.

exp. MD
only correct for state function, not for components!!

B

A

H d

21 1 2
B B B

A A A

H H
d d

H
d

H

= independent of path

For components H1 and H2 of H this is not the case:

path dependent path dependent

sum is path independent Decomposition
is meaningless !

Not for components of the Hamiltonian

Decomposition of G in free enthalpy components ?

Example:

Grow atom X on a benzene ring in solvent

Path I:
1. grow van der Waals interaction:

2. grow bond-length interaction:

Path II:
1. grow bond-length interaction:

2. grow van der Waals interaction:

0vdWG

vdWG finite

bondG finite

0bondG

Path I:   bond forces                determine G
Path II: van der Waals forces determine G

A.E. Mark et al., J. Mol. Biol.  240 (1994)  167-176
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X. Daura et al.,  JACS 118 (1996)  6285-6294

Choice of pathway: which is the most efficient ?
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1. Ac-Trp Trp-NMe (direct): 2.3 ± 1.8 kJ/mol 1025 ps

2. Ac-Trp Trp’: 75.9 ± 2.1 1100 ps
Trp’ Trp: -0.21 ± 0.09 1.7 ± 3.0 kJ/mol - 2200 ps
Trp Trp-NMe: -74.0 ± 2.2 1100 ps

More
efficient
pathway

X. Daura et al.,  JACS 118 (1996)  6285-6294

< V/ > ’

Small “dummy
interconversion”
component !
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Four Ways to Compute Entropy Differences

a a

b b

H p r H p r

H

a

p r H p r b

N
NVT b bA k T h N H p r k T dpdr

Coupling  parameter approach

Hamiltonian is made function of :

Free energy depends on :

ba b a

end

b a H HU U U

b b

ba

a a

TI

b a
dA HA A A d d
d

Can be calculated
accurately (TI)

Difficult to calculate
accurately (end)

You drown in solvent-solvent
interaction «noise» !

b

end TI

TI en
ba

d
a

ba

U A
S

T
Will also not be
very accurate !
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F Z H

E Z H H H

BS k F E

free energy

energy

entropy

B
S k H H

H H

b

a

TI
ba

b

S d
k T

H HH H

correlation between and

only -dependent terms all terms

H
H

You drown again in solvent-solvent
interaction «noise» !

Difficult to calculate
accurately (TI for S)

N T

AS
T

ba ba
ba

TI TI
TI FD T T T TA AS

T

Difference between 
equally accurate values

 can work, but you need
very long simulations and

a careful choice of T

too small interval too large intervalreasonable interval

F

T

F

T

t tt

F

T
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b

b a
a

uv uv
uv uv vv vv

vv
uv

ba

ba
b

d
T
a

en
I

B

H HS H H d H H
k T T

US
T

accurate

only solute-solvent 
terms

not so accurate

all solvent 
terms

solvent: v
solute: u

Three models or Hamiltonians:

1. SPC Model: Coulomb plus van der Waals interaction
2. SPCnc Model: no Coulomb interaction 
3. SPCnn Model: no (non-bonded) interaction

C. Peter et al. J. Chem. Phys. 120 (2004) 2652-2661

Thermodynamic cycle System

1000 H2O molecules
periodic boundary conditions
T = 280K, 300K, 320K
simulations = 100-600ps
NVT NPT

Change:
1 H2O hydration
all H2O excess more accurate

SPC (liquid)

SPCnc (liquid, no Coulomb)

SPCnn (ideal gas)

G, S, H = 0
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Free Energy and Entropy of Water

Reference: J.Chem.Phys. 120 (2004) 2652-2661

method
2 1 4 4

method1. Entropy difference via free energy (TI) and energy
2. Entropy difference directly via TI

solute-solvent

Free Energy and Entropy of Water

63
close

3. Entropy difference via finite temperature difference 

... and close to experimental
value of 51
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All 1000 H2O Molecules Changed

TI TI

A Single H2O Molecule Changed

A via TI S via TI Suv via TI

NVT

NPT

same pattern
as for 1000 H2O
being changed 

erratic
not converged

same pattern
as for 1000 H2O
being changed 
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b

b a
a

uv uv
uv uv vv vv

vv
uv

ba

ba
b

d
T
a

en
I

B

H HS H H d H H
k T T

US
T

accurate

only solute-solvent 
terms

not so accurate

all solvent 
terms

solvent: v
solute: u

F Z H

E Z H H H

BS k F E

r pH H

free energy

energy

entropy

F Z    H H
H

E Z Z H H
H H H

H H H
H H

H
H H H

B B
S F Ek k H H H H

H H

Bk H H
H H
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F d H

BS k d H H
H H

U d H H H
H H H H

d dF U T S U T SThe energy and entropy contributions
deriving from the -independent terms

(in correlation with the -dependent ones)
cancel out in the Gibbs equation

i iU T S
This is nice in situations where we have few -dependent terms
(e.g. solute-solvent interactions) and many -independent ones

(e.g. solvent-solvent interactions)

 in these situations, the cancelling terms would be very difficult to calculate !
iH

very
large

d iH H H
all -dependent terms: 

all -independent terms: 
dH

iH

dF d H

d iU U U

d iS S S

d d d
d d d d dU d H H H

H H H H

d d
i i i iU T S d H H

H H

d d
d B d dS k d H H

H H

i iH H

d d dU H H

d d
d B d dS k d H H

H H

partial-energy
change of the process

partial-entropy
change of the process

I add the word
«partial» although
it is often omitted
in the literature

d dF U T S and try to interpret
it in this form...

i iU T S

solute (u) with
intramolecular but
no intermolecular

interactions uv uu vvH H H H

solvent (v)

non-bonded
coupling

uv uvF U T S

“solute-solvent” partial
solvation energy

“solute-solvent” partial
solvation entropy
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They yield insight into enthalpic and entropic driving forces,
are computable, but not measurable

uv uvF U T S

1. Measurable quantities: Gassoc, Hassoc , Sassoc

Hassoc and Sassoc contain exactly compensating terms

equal

These compensating terms may mask real driving forces of association

2. Real driving terms are not measurable, but are 
computable and do explain driving forces

assoc assoc assoc
uv vvH H H

assoc assoc assoc
uv vvT S T S T S

assoc assoc assocG H T S

assoc assoc
uv uvH and T S

Seems like a paradox, right ?
A non-measurable quantity cannot
have an influence on a measurable 
property ! So, either these quantites

are actually measurable, or they
cannot have any predictive power

whatsoever in the real world...
[my opinion: the latter is true !]

Nico van der Vegt

Reference:
J.Phys.Chem.B. 108 (2004) 1056

mole fraction

«Solvent» considered:
mixtures at various 

compositions

«Solute» considered:
methane
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Solvation of Methane in Na+Cl- Solutions

methane solvation in salt

U*
uv triangles

T S*
uv squares

relative to neat water

UG T S

Na+Cl- free enthalpy

energy (enthalpy)

entropy

Entropy disfavours solvation increasingly 
with salt concentration (non-linear) 

partial

partial

uv uvTUG S
Actually shown:

partial

methane solvation in acetone

U*
uv triangles

T S*
uv squares

relative to neat water:
SPC water
SPC/E water

free enthalpy

entropy

energy (enthalpy)

Entropy favours solvation

partial

partial

UG T S

uv uvTUG S
Actually shown:

partial

Solvation of Methane in Acetone Solution
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Solvation of Methane in Dimethylsulfoxide (DMSO) Solutions

free enthalpy

entropy

energy
(enthalpy)

Energy favours solvation (non-linearly)

mole fraction mole fraction

Reference: J. Chem. Phys. B. 108 (2004) 1056

partial

partial

UG T S uv uvTUG SActually
shown:

partial

GS Uuv T Suv Relative to Solvation in Pure Water  

enthalpy
relative and absolute contributions do vary

entropy

dominant counteracts  enthalpy enthalpy and  entropy 
co-act counteractchanges sign

mole fraction different models 

Uuv T Suv Gs Reference: Chem. Phys. Chem. 5 (2004) 144

(partial)

(partial)
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Free energy, enthalpy and entropy of molecular association

change
separation

in solution
r r

Calculation of a free energy as function of a distance (r)

Association can be considered as solvation at different distances,

because gas-phase G, H, S are easily calculated.

Free energy of a neo-pentane pair as function of distance in 
water and in 6.9 mol/l urea solution

The contact minimum becomes deeper with increasing temperature 
neo-pentane association is entropic in both systems

Now, we talk about the real entropy (negative derivative of the free energy with respect to temperature)
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water urea

no effect on G

?true?
driving forces

?false?
driving forces

SVV

?may mask true
driving forces?

J. Phys. Chem. B 110 (2006) 12852-12855

The free energies ( G) are similar
in water and in urea, whereas the 

enthalpy ( Huv) and

entropy (T Suv) contributions are 
different.
The solvent reorganisation enthalpies 
( Hvv=T Svv) are quite different.   

Thermodynamics of a 
neo-pentane pair as 

function of distance in water
and in 6.9 mol/l urea solution 

partial

partial

barrier: entropic?

barrier: enthalpic?
min:

entropic?
min:

enthalpic?

They yield insight into enthalpic and entropic driving forces,
are computable, but not measurable

uv uvF U T S

1. Measurable quantities: Gassoc, Hassoc , Sassoc

Hassoc and Sassoc contain exactly compensating terms

equal

These compensating terms may mask real driving forces of association

2. Real driving terms are not measurable, but are 
computable and do explain driving forces

assoc assoc assoc
uv vvH H H

assoc assoc assoc
uv vvT S T S T S

assoc assoc assocG H T S

assoc assoc
uv uvH and T S

Examples:
1. Barrier to neo-pentane self association in water is: 

- measurement: entropic
- driving forces: enthalpic

2. Solvent separated minimum free energy configuration of two neo-pentanes 
in water or in 6.9 mol/l urea is:
- entropic in water
- enthalpic in urea

Again, what is meant here ? Is a driving force
a «dream in the mind of the chemist»,

or an experimentally measurable quantity ?

based on
partial quantities

based on «measured» quantities:
enthalpy in urea, balance between both

distance dependences in water

based on real quantities
based on partial quantities
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d
i i i

d
iU T S d H

H H
H

Outcome
depends

on the path !

The same
will be true for

dU and dS

and very large !!!
(the situation considered
in the Wilfred’s examples)

iU iU

iU iU

Outcome
depends

on the path !

Interaction in dH
Interaction in iH

e.g.

iU

pathway 1 (consecutive)

pathway 2
(simultaneous)

iU

iH

iH
no interactions

iU
iH

N V

F S
TS

U S
F U T S U

nN V Q W
S

nN V T W
U Q

nN V T rev
F W e.g.

-Wn

e.g.

nN V T rev
U T S W

energetic driving force:
due to entropy change
in the surroundings
(via heat exchange)

entropic driving force:
due to entropy change in the
system (the only one left if we

replace isothermal by adiabatic)

d dF U T S
dS
dU

d
N V

F S
T

n
d N V W Q

S

n
d N V T W

U Q

F U T S can be transformed
in many ways to F U T S

U U CT
S S Cwith

Si Si
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P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45-11:30 a.m.

HCI D2
LECTURE 9 (WEEK 10):

Enhanced sampling
Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

degrees of freedom

interaction boundary conditions

generating configurations

CLASSICAL
FORCE FIELD

ATOMS

ENHANCED SAMPLING
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SEARCH SAMPLE SIMULATE

(no room to improve)(reweightable to Boltzmann)

e.g.
even if some states

have a high free energy

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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A priori

Nn
N
n

rU

r

Searched (Q) Omitted (q)

Solute Solvent
(unless implicit)

Dihedrals + Bonds, angles
(standard values)

Backbone
dihedrals

+ Sidechain dihedrals
(standard values (?))

Soft
coordinates

Hard
coordinates

(constrained (?))

Nonapeptide
Planar peptide group

 16 dihedral angles

60o resolution

 1012 grid points

Cremer-Pople coordinates
for six-membered rings

 Q, ,

If bonds and angles are fixed
and all the same

,
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Q
q

q

So, this makes sense only
if q is very simple (one minimum)

i.e. q
Discussed a bit

later...

Q
q e.g.

Random search Stepwise build-up Genetic algorithm

Multicopy “sampling” Distance geometry Homology modelling

The weight of the grid point Q
would actually depend on a free energy!

Random search Stepwise build-up Genetic algorithm

Multicopy “sampling” Distance geometry Homology modelling

Space Q is too big, so we search it
by making random moves
rather than systematically

We generate conformations by 
taking successive ( , ) pairs at random,
with a probability (Boltzmann) depending

on the dimer free-energy map; and we
«prune» configurations with bad overlaps

We evolve a population of conformations,
«breeding» (i.e. combining the coordinates

of distinct segments) the lowest-energy
ones and letting the others «die»

...

Space q is modelled by including multiple
conformations with fractional weights;

as we search Q, we optimize the weights in q

We use NOE information to fix
inter-proton distances and try to find
the best solution for these distances

(along with a primitive force field)

We use the 3D coordinates of proteins in the
PDB as a template to explore the

conformational space of of a new sequence
(threading)
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

U q

q
energy barriers

limited diffusivity       recrossing

narrow passes
trapping

also: nature actually uses QM in “real-time”
and with a "scaling" of O[N]

Elephas Maximus
(about 1030 atoms)

Mus Musculus
(about 1024 atoms)

linear scaling amazingly fast massively
parallel

Natural volume also tends to be
cheaper than computer-processor

volume (there are exceptions !)
(and its true equations

of motion must be local!)
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System type Relaxation time (indicative)

acceptable

intractable

Tm

mT T

mT T

mT T

GL s
LC s

GL s
LC s

Reconstructed [hypothetical] time series;
orders of magnitudes suggested by simulations

GL s
LC s

LC

GL

xyp a
Tm

Simulation

sim s

Tm

LC
GL
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AT C
RT

GLC

LCA

GLA

LCC

[values per
mol “system”
= 128 lipids]

BLUE:
average residence

time in LC

ORANGE:
average residence

time in GL

LC GL

Fit (temperatures with
no transition at all

are excluded)

bias tqU

bias qU

Bk T

M

dim

dim

(sampling)

(isothermal dynamics;
sampling or searching)

(searching)

(sampling)

freezing

(sampling or searching)

(e.g. multiple time-step methods, cutoffs, 
pairlists, grid-based neighbor search, …)

(sampling or searching)

faster dynamics

faster dynamics
but higher entropy regions !

avoid continuous "revisiting"
of known configurations

make minima less deep

make barriers less high

focus on relevant regions

pathways around barriers

faster dynamics

possible variants: energy,
volume, pressure, number of
particles or chemical potential

fewer particles

longer timestep

…and probably 
many more…

(sampling or searching)
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M

1: Jacucci & Rahman, 1974; Bennett, 1975
2: Kirkpatrick, Gelatt & Vecchi, 1983
3: Frantz, Freeman & Doll, 1990
4: Sugita & Okamoto, 1999 
5: Crippen & Scheraga, 1969
6: Huber & van Gunsteren, 1994 
7: Grubmüller, 1995 
8: Darve & Pohorille, 2002
9: Laio & Parrinello, 2003 

(sampling)

Bk T (sampling
or searching) e.g.e.g.

(searching)bias tqU

10: Levy & Montalvo, 1985
11: Torrie & Valleau, 1977
12 Tsujishita et al., 1993
13 Piela, Kostrowicki & Scheraga, 1989 
14: Huber et al., 1997
15: Liu & Berne, 1993
16: Voter, 1997
17: Steiner et al., 1998; Fichthorn, 1999; Gong & Wilkins, 1999;

Hamelberg et al., 2002; Mongan & McCammon, 2004

bias qU (sampling)

18: Ryckaert et al., 1977
19: Amadei et al., 1993
20: Christen & van Gunsteren, 2006;

Lyman et al., 2006
21: van Schaik et al., 1993
22: Elber & Karplus, 1990
23: Huber & van Gunsteren, 1998
24: Beutler & van Gunsteren, 1994

dim (sampling
or searching) e.g.

dim (sampling
or searching)

red redE E E
e.g.

e.g.e.g. e.g.

ext ext ext extE E E e.g.

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Depends on the masses,
but is the same

for all configurations!

P d d Cr p r p p p r rH K U U

e.g.

d
dt m

r F

d T
dt m
r

Newton

Given T

Scale m by 
Scale t by 1/2

Same dynamics!

But also requires
for the same accuracy

t t

e.g. Especially for the solvent, it will
make it less “viscous”

Situation of “adiabatic decoupling”, reminiscent
of the Born-Oppenheimer approximation

X-ray structure 5ns MD 5ns MD
(mass ×5 in green loop)

[the configurational ensembles are the same, but you
get more motion (sampling) in the loop in 5ns time]

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Also called
“simulated annealing”

Initially, a cool and efficient
solution to the “traveling salesman”

problem – and other “non-molecular”
optimization problems

The barriers that can be
crossed are on the order of kBT

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Qd Q d Q
Q

d d

r rr r r r r r r
r

rr r r r r

UU U U

UU U U

d T
dt m
r

Given T

For similar integration
accuracy

t t
scale T by 

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

279



Also called
“replica-exchange (in temperature)”

N

exc

ip x xH H

Probability of the initial
two-system state

Probability of the swapped
two-system state

fp x xH H
x r p

x xH H

f i
acc

f i

if p p
P i f

p p otherwise
or

if
otherwise

withwith f ip p x xH H

N
This means in particular

that the dynamics is nonsense...

n N

exc
T

exc ps
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Thanks
Pavel !

LC
GL

exc ps

mT K

N

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Use of soft-core non-bonded interactions
Thomas Beutler et al. Chem. Phys. Letters 222 (1994) 529-539

Use of non-physical potential energy terms

Physical non-bonded term: van der Waals

Coulomb

Non-physical softer non-bonded term that allows atoms to pass

through each other:

Conditions:

1. V(r) is a function of r:

12
12
ij

C
r

i j

ij

qq
r

m

0 0

V(0) V V '(0) 0
V(r ) 0 V '(r ) 0

2

2 3

m
0

0

2

m
0

0

3

f(r) a br cr dr

r rf '(r) 6V

r rV 1 3
r

1
r

r

r

2
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2. V(r) is a function of r2:

3. V(r) is general van der Waals plus Coulomb form:

22

m
o

2 4

2

m 2
00

g(r) a br cr

r r

rV 1
r

g'(r) 4V 1
rr

i j612
2 1 / 666 60 riji ij

0

j

lim standard form

0:   V(0) finite

qqCC 1V

    V '

(

(

r)
4r r

0)

r

0

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Diffusion equation search
Piela et al. JPC 93 (1989) 3339

Diffusion equation: (1D PDE)

Solutions depend on boundary conditions:
Initial values:

Boundary values:

Solution (f(± ,t)=0):

2

2 f( , ) f(
x t

x t x,t)

0f(x,0) f (x)

f( , t) 0

or    f(x,t) f(x L,t) periodic

2B c
1 t4B

x

t
t

Af( , ) e
1 4

x
B

(constant D:
omitted here)

c: center
A: amplitude

B: width at t=0

Example:

Note:

- parameter t (time) controls modification of f(x,t)

- Change of f(x,q) as a function of q is proportional to the local 

curvature (in x), so barriers melt, minima fill up as q increases

0f (x) (x c) c

f

x

t=0

t=1
t=2

t q
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Piela et al. J. Phys. Chem. 93 (1989) 3339: 

Use functions that are solutions of the diffusion equation as means to

find the global minimum

1. Choose for the potential energy

2. Deform V(r,q) by letting q=0 qmax

3. Minimize V(r,q) while reforming surface: q=qmax 0

Kind of potential energy simulated annealing

V(r,q) Gaussian (or solution D.E.)

Modification (Huber et al.): J. Phys. Chem. 101 (1997) 5926-5930

1. Deform individual terms in the potential energy function:

– dihedral angle

– van der Waals, use soft-core

– Coulomb

2. Such that positions of minima of each term are not changed

3. Thereby possibly relaxing the condition that V(r,q) must be 

a solution of the diffusion equation (which means that the minima
of the overall potential energy

may still move a bit – but hopefully
not too much!)

(if each term is a solution of the
diffusion equation, then the sum

will be too [linearity])
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Deformation of the dihedral angle term
GROMOS87:

Solution to diffusion equation (periodic):

Deformable dihedral angle term:

Note:

- For q = 0 standard GROMOS87

- For q = constant K

- Positions of minima are independent of q

V( ) K 1 cos n

2tf( , ) e cos(x xt )

2n qV( , ) K 1 e s(n )q co

Dihedral-angle term in the interaction function

For larger values of the parameter q the surface is smoother, 
leaving maxima and minima where they are

q

q

q

q
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Deformation of the van der Waals term

GROMOS87:

Partial solutions diffusion equation (+ soft-core):

Note:

Deformable van der Waals term:

Note:

2

0

soft
0

gauss
0

2 4
soft 0 bar

0 0

B rgaus 0

0

rs
2

V (r) 0 r rV(r)
V (r) r r

V ( ) V V 1 2
r r

2V ( ) V e    with B

r

r
r

r r

0612
012 6

CCV(r)     minimum V  at r
r r

0

02
0

0

4VV(0) finite   V '(0) 0   V ''(r)  for r r
r

V(r) and V'(r) continuous at r r

nb

2

0

1/2soft soft

B r
1/21 4Bgauss 0

nb nb

q
nb nb

r

q q

q

V ( , ) V ( ) 1 4B

V ( , ) V e 1 4B

r

q

r

r
vdWV(r,q 0) V (r)

r0

V0

GROMOS 87

Vsoft

Vgauss

Vbar

(but: this implies a 
discontinuity in V at q=0)

A tough test case for searching: Cyclosporin A

11 residues
49 torsional angles
57 NOE distance restraints

1. distance geometry
27 structures

9 classes
very difficult structures
high energy barriers between them

2. structure refinement
standard 3D-MD
1-2 correct

Challenge: how to get all 9 different starting structures 
converged to the lowest-energy one
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Simulated annealing technique

Ten trials per high-energy starting structure

Diffusive soft-core technique

Ten trials per high-energy starting structure
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Methods to search conformational space
Idea: Include information obtained so far during the simulation into        

the search scheme: memory function

A. Characterize molecular conformations using:

- cartesian coordinates too many

- torsional angles , ,

- dihedral angles spanning residues:

Ri+1 Ri+2

Ri Ri+3

Review searching:  M. Christen & W.F. van Gunsteren  J. Comput. Chem. 29 (2007) 157 - 166

B. Penalize the visited conformations by changing the 
energy function V as function of time

- potential energy term that pushes molecule out of the current
conformation

phys i m ii emory
VV rV

0

i

20 2
i i

i
/ 20

memory i iV c Number  at e

0 0
i i i i iof conformations for which 

V

Vphys

Vmemory
(in 2002 called meta-dynamics)

Thomas Huber et al. 
J. Comp. Aided Mol.  Design 8 (1994) 695
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Implementation
1. Use torsion angles, i

2. Each conformation 1, 2, 3,…, n = n

3. Discretise to M parts Mn grid points n
0

4. Gaussian function at grid points:

5.

A toy application
Pentane (two torsional angles)

Complete space can be mapped out

n n
0

n
0

n N
2

2

-
-

2w
mem mem
V = k e

total phys mem
V = V + V

Test case: pentane
2 dihedral angles (3 minima each) 9 low Vphys conformers

Thomas Huber et al. 
J. Comp. Aided Mol.  Design 8 (1994) 695

normal highest low higher

lowest

trans             gauche+           gauche- trans
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Local elevation search: pentane

simulation time 100pssimulation time 20ps

are
local-elevation MD simulation LE

The local elevation simulation method
Normal simulation: relevant properties

- Many conformers
few visited

- Compact representation should be possible

Local-elevation simulation:
- run simulation
- store visited conformations (using compact representation)
- push system away when old conformation is seen
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Cyclosporin A

Cyclosporin A: potential energy

MD

MD

LE-MD
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Cyclosporin A: similarity of conformations

Cyclosporin A: similarity of conformations

600
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Cyclosporin A: similarity of conformations
45
60

300

Ribonuclease A: RMS fluctuations in the loop region
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Ribonuclease A: loop conformations

Scott et al., J. Phys. Chem. A103 (1999) 3596-3607

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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b br p r p rH H U b rU biasing potential

Boltzmann sampling:
e.g. MD+thermostat

all frames have equal weight 
in the ensemble average

bias has been removed !

b n

f

b m

n N

m

ew
e

r

r

U

Uthis configuration
has been undersampled

b rU

fNn

b rU
this configuration

has been oversampled

fN

n
m

w
n fw N n fw N

sampling has been biased,
ensemble averages are incorrect

for the physical ensemble
b rU

n fw N

Reweighting
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s
difference or/and barrier too high

not amenable to DC method

s s
difference and barrier reduced

amenable to DC method

F s bF s sUb sU

s

bP s

sampling
(MC or MD)

biased PMF

biased distribution

s

P s unbiased distribution

B

B

e
e

r

r

U

U

just reweight all configurations of
the biased ensemble by

before calculating ensemble averages…

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

298



basic idea
deflation (1969)
tunneling (1985)
tabu search (1989)
local elevation (1994)

conformational flooding (1995)
Engkvist-Karlström (1996)

adaptive reaction
coordinate force (2009)

Wang-Landau (2001)

metadynamics (2002)
filling potential (2003)

LEUS (2010)

applicability accuracy
(our favorite flavor of this principle)

Hansen & Hünenberger
J. Comput. Chem., 31, 1 (2010).

Two-steps implementation

then

LEt USt
LE BUILD-UP PHASE

non-equilibrium
rough biasing potential

US SAMPLING PHASE
frozen biasing potential

biasG Q QU
not very accurate or

requires slow build-up

reweighting
"irons out" the roughness
of the biasing potential

duration duration

tUS

Truncated polynomial
basis functions

TRUNCATED
POLYNOMIAL

A COMPARABLE 
GAUSSIAN

f x x x h x f x x
computation cheap expensive

range finite (next grid point) formally infinite

"ringing" no yes

continuity yes (+derivative) formally no (if cutoff)

increases
with build-up
magnitude !

adaptive biasing force (2001)

gaussian-mixture US (2009)
basin paving (2010)

even better:
spline of order 2

50 ns Plain MD
(initiated from X-ray structure)

50+50 ns LEUSPeri -Hassler, Hansen, Baron 
& Hünenberger

Carbohydr. Res. 345, 1781 (2010)

2D subspace (rotation timescales
~ 10 ns – 1 s)
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Q

Q

Q

Q

cplH x

cpl AH Hx x

cpl BH Hx x

coupling
scheme

Conformational Alchemical

(space in-between:
unphysical)

cpl CH Hx x

A Holy Graal of drug design !!!

(space in-between:
possibly relevant)

memory costs

N
LFN f M

number of local 
functions (grid points)

required

number of grid points per dimension

dimensionality of the subspace

fraction of subspace to be mapped out

LFN
M
N
f

required
build-up timeLEt

LE LF LFt N t
required (average) 

visiting time per
local function (grid point)LFt

dQ
generally maps

many orthogonal
dimensions, with 

barriers and 
local minima

N 3

M N f LFt ps LFN LEt nse.g.

M N f LFt ps LFN LEt ns
e.g.

decapeptide
and

N 3

(27 billion years !)

Hansen, Daura, & Hünenberger
J. Chem. Theory Comput. 6, 2596 (2010).

e.g.
Ala tetrapeptide

in water

F U F F F

LEUS free-energy maps,
blocked "monopeptide" 

fragments (LEUS 15+50 ns)

biased free-energy 
maps for various
fragment-based

biasing potentials
(2D acceptable NLF & tLE)

nG GQ Q

bias bias nU UQ Q

Assume:

Use:
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F U F F F

sampling phase
unique conformations

visited  (four
conformations

per linkage)

FN

F k k
k

F N p p

FN

k bias l bias k
l

p U U

bias biasphys phys
F U U

e.g. for F30,
the contribution of the sampled
frames to the statistics relevant

for the  physical ensemble
are 0.4, 0.04 and 0.002 %

for Ala4, Aal6 and Ala8

Q

internal: referring
to the memory grid,
not to the relevant

subspace itself

e.g. 1D bias
in high-

dimensional space

(learning from the failure)

states or transition
regions of interest

no need to sample
the rest

(except for transitions !)

we want many 
transitions here

"narrow high-flow path"
rather than "broad boulevard"
(minimal irrelevant volume !)

irrelevant: referring
regions we are 
not interested in

purely extrapolative schemes
(single ensemble for predicting 

change to any state 
[not specified in advance])

are seldom reliable...

i.e. the proposed method is
neither explorative nor extrapolative
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Hansen & Hünenberger
J. Chem. Theory Comput.

6, 2622 (2010).

states volumes paths

biasU Q bias Q G Q

US sampling reweighting

(A) (B) (C)

(F) (G)

1
2

3Q

1S

3S

2S 4L

5L

unification(D)

LE build-up(E)

low
med
high

A plumber's
approach...

Halvor Hansen
(Now doing railway planning in Norway 

– only a pseudo-1D [actually 2D]
problem... a pity !)

relevant
conformational

variables

(0)

Q o

plain LEUS full map
(for reference)

one sphere
one sphere

(r-biased sampling) one line
one line

(variable linewidth)

one line
(offset displacements)

two lines eight lines eight lines also
(...)

four spheres and
two lines

grid cells
of 5o edge,

maps optimally
superimposed

peptide:
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i i i i i i i ib b b b b b bQ 1 i ib BIN i

+ Manhattan (Taxicab) tree of 80 lines
[5 neighbors differing in 1 bit]

We also tried a minimal-spanning tree
of 31 lines (poorer convergence)

Barrier of about
50 kJ mol-1

o o

oQ

oC

Pickett & Strauss
ring puckering coordinates

oC

fixed
(D-series)

Epimery/anomery
at ring carbons

(improper dihedral)

Spheres: with

Lines:

C epimers and anomers

mixed conformational
and alchemical

the effect of this additional bias is 
also removed at the reweighting stage

(we called it the "mother" of all hexopyranoses)

US phase
32 states grouped 

by chair pairs

fraction of 40ps 
intervals spent in state
(decimal logarithmic)

[biased]

fraction of time
spent in state

[biased]

number of 
transitions to 

state
[biased]

relative free 
energy of

state
[unbiased]
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16 independent LEUS
simulations (16 [3+40] = 688 ns)

1 B&S-LEUS
simulation (100+100 = 200 ns)

actually: 31 independent LEUS
simulations (31 [3+40] = 1333 ns)

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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N

exc

ip x xH H

Probability of the initial
two-system state

Probability of the swapped
two-system state

fp x xH H
x r p

x x x xH H H H

f i
acc

f i

if p p
P i f

p p otherwise
or

if
otherwise

withwith f ip p x x x xH H H H

N
This means in particular

that the dynamics is nonsense...

e.g. FB-LEUS + H-REX is a powerful combo !
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Techniques to pass over barriers
MD in more than 3 dimensions

van Schaik et al., J. Mol. Biol.  234 (1993) 751
The 4D-space:
• 4 linearly independent      basis vectors: ex ey ez e

orthonormal 1st 2nd 3rd 4th

• arbitrary vector:
• scalar or dot product of  
• length or distance 
• vector or cross product cannot be defined

Hamilton in 4D:

Equations of motion in 4D:
• Newton for x, y, z and
• start from 
• couple to separate temperature baths  

x y zxe yer eze
r r r r xan x yy zd : = + + +z
2 2 2
ij ij

2
iji

2
jij x y zr

N
2 2 2 scalar vector

i xi yi zi phys phys i
i 1

scalar
ph

N N
2 2

i i i
i 1 i 1

ys

vect

4D i

or
phys

 bonds, angles, torsional angles, non-bonded inte

1m v v v V V r
2

1 1mv k
2

ractions, NOE restraints

 imp

H

V

r

2
r

V oper torsions (chirality), X-ray restraints

i 0

Backprojection from 4D to 3D:
1. - use penalty function

- reduce T to zero
- perform rotation in 4D to minimize 3D projection

2. - decouple i coordinates from xi yi zi

Extension of dimensionality: 

k

2 2 2 2
2

2

1V r              r x y z ...
r

1 V x
x

One dimension

pole at x=0

:

V 0

Interaction function:

2 2
1 V x,

x
                                     

f

Two dimensions:

or y 0 no pole at x=

y
y

0

cannot pass x=0
line

0

can pass x=0
line

0
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Cyclosporin A
11 residues
49 torsional angles
57 NOE distance restraints

1. distance geometry
27 structures

9 classes
very difficult structures
high energy barriers between them

2. structure refinement
standard 3D-MD
1-2 correct

Challenge: how to get all 9 different starting structures 
converged to the lowest-energy one

Cyclosporin A

seven 4D-MD refined structures

are well converged
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Results of the refinement of Cyclosporin A 
using DG, 3D-MD, PEACS and 4D-MD

Distance geometry 
(DG)

3D-MD annealed 
from 1200 K

PEACS annealed 
from 1200 K

4D-MD annealed 
from 1200 K

Struc-
ture

Epot
kJ/
mol

viol

Å
rMDS1
Å

Epot
kJ/
mol

viol

Å
rMDS1
Å

Epot
kJ/
mol

viol

Å
rMDS1
Å

Epot
kJ/
mol

viol

Å
rMDS1
Å

xclass11 195 3.1 2.3 57 3.2 3.1 0 1.4 2.0 -39 0.5 0.4

xclass21 77 3.0 1.7 51 4.0 1.7 -65 0.9 0.3 -70 0.2 0.3

xclass31 214 2.9 3.0 35 3.9 2.9 -66 1.1 0.4 17 1.5 1.6

xclass41 133 4.0 1.6 -11 0.9 1.8 -26 1.2 1.9 -52 0.5 0.4

xclass51 235 5.7 1.3 73 3.6 2.8 -65 1.0 0.6 -25 1.8 0.4

xclass61 318 3.2 3.4 73 4.5 3.5 -8 2.0 1.9 -62 0.5 0.6

xclass71 142 3.9 1.4 -1 3.2 1.9 27 1.1 1.3 134 4.5 2.3

xclass81 160 2.7 2.0 31 2.5 2.5 150 1.2 2.1 -47 0.8 0.4

xclass91 144 3.0 1.2 -82 1.4 0.3 -50 2.5 0.5 -75 0.8 0.2

correct: 0 1-2 3-4 6

deviation from correct structure

D D D Dr rU U

The fight of the snake and the mongoose A Phe trying to behead a Met
(projected from 4D space)

The Australian "choking" tree
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

Coarse-grained versus fine-grained models
liquid alkanes: hexadecane

MAP
“mapped”

all-atom
configurations

CG ( =1)
Coarse-grained model

4 atoms

Centre of mass 
A1 – A4

Centre of mass 
B1 – B4

Centre of mass 
C1 – C4

Centre of mass 
D1 – D4

AL ( =0)
All-atom model
(non-hydrogen)

16 (CH2 or CH3) atoms
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

Algorithm for mixed FG/CG simulation

fine-grained
topology,

configuration: rfg

coarse-grained
topology,

configuration: rcg

1. update coarse-grained 
configuration (using virtual-
grain definition)

2a. calculate -dependent
energies and forces
(according to coupling 
parameter )

2b. calculate -dependent
energies and forces
(according to coupling 
parameter )

4a. propagate velocities 
and positions using the 
leap-frog scheme 

4b. propagate velocities 
and positions of non-
mapped solvent particles 
using the leap-frog 
scheme

3. distribute forces from coarse-
grained on fine-grained particles
using virtual-grain definition g(rfg)
and add potential energy terms 

Multigraining MD
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Multi-grained simulation of liquid octane
grain level of the 24 replicas during 300 replica exchange steps

replica exchange trials

gr
ai

n 
le

ve
l (

)

Multi-grained simulation of 25 hexadecanes in water
M. Christen & W.F. van Gunsteren, J. Chem. Phys, 124 (2006) DOI:10.1063/1.2187488
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Modified molecular dynamics (PEACS):

Potential Energy Annealing Conformational Search

pot
reference pot

v

dV (t) 1MD plus  V V (t)
dt

Enhances barrier crossing

R.C. van Schaik et al., J. Comp.-Aided Mol. Des. 6 (1992) 97-112

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)
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Systematic and heuristic
search methods

MD-based schemes
for enhanced searching

Altered parameters Altered potential energy

Altered dimensionality Altered prescription of motion
(and potential energy)

Multi-copy search techniques: the SWARM method

Idea: combine a swarm of molecules with molecular trajectories 

into a cooperative system that searches conformational space 

(like a swarm of insects)

Implementation:

each molecule is, in addition to the physical forces, 

subject to (artificial) forces that drive the trajectory of each 

molecule toward an average of the trajectories of the swarm 

of molecules
Huber and van Gunsteren: J.Phys.Chem. A102 (1998) 5937-5943

SWARM-MD: Searching configurational space by cooperative molecular dynamics
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P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45-11:30 a.m.

HCI D2
LECTURE 10 (WEEK 11):

Structure refinement
Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

degrees of freedom

interaction boundary conditions

generating configurations

CLASSICAL
FORCE FIELD

ATOMS

STRUCTURE
REFINEMENT

(extension)
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expQ quantities measured
experimentally

rthe ensemble
of all conformations

P r rUobeys a Boltzmann
distribution

and each conformation
leads to a signal rQ

Q d Pr r r Q Q
expQ

so, the experimental signal
is obtained by ensemble averaging

P r expQrQ

P r expQrQ

even if we know rQ

P r

(i.e. P(r)~ (r))
e.g. 3N-3

r
A third issue is that rQ

may be a non-invertible function 
(and may also be only approximate)

A continuous function cannot
be obtained from discrete data

model for P r
and each conformation

leads to a signal rQ

Q d Pr r r Q Q
simQ expQ

parameters
included the definition

of a

compare

bias the model to
enforce agreement

refine the model until
agreement is met

or

sim expQ Q

expQ
sim expQ Q

normally in a
“least-squares” sense

 minimize a residual

often: single
structure or bundle

P(r)

r

r

P r e.g. from
MD trajectory

e.g. alternative
sidechain positions
in X-ray structures

e.g. NMR
bundle
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e.g. DG / XPLOR

one model structure 
Does not care probability distributions

simple approximations eliminate degrees of freedom

“conventional” single
structure refinement

 Problem 1: observable to parameter
ratio is often << 1

 Problem 2: observable information is not
homogeneously distributed over the structure

(regions over- versus underdetermined)

 Problem 3: observables may be mutually
incompatible  in single structures

(because needs an ensemble)fe
w

er
 m

od
el

 p
ar

am
et

er
s

to
 re

fin
e

“conventional” multiple
structure refinement

 Problem: is this really a proper
Boltzmann-weighted ensemble? (i.e. what is the

weight of each structure in the bundle?
is the bundle “complete” or just a “sampler”?)

 Not much better (biomolecules
are not harmonic oscillators !)e.g. use of isotropic or anisotropic B-factors

minimization

ensemble
Boltzmann distribution 

force field
restraints

e.g. GROMOS

rU

rresU

force field

restraining
potential energy

expQ

r

P r rU
not exactly because of the restraint
term, but “almost” (at least in the
unrestrained degrees of freedom)

sim expQ Q
also “almost” (depending on the

functional form, weighting and averaging
time of the restraint term)

Choice of:
- functional form

- weighting
- instantaneous vs
time-averaged form

nearly: Boltzmann
up to the biasing

restraints!
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rQ
Common observables

Approximations
Invertibility

Calculation cost

expQ
Primary vs secondary
Quality and accuracy

Redundancy vs completeness

INSTANTANEOUS
OBSERVABLE

EXPERIMENTAL
DATA

ENSEMBLE
AVERAGING

Q rU

FORCE-FIELD
REPRESENTATION

Accuracy

resU r
BIASING FUNCTION
REPRESENTATION

Weighting
Instantaneous vs time-averaged

Single structure vs ensemble
Convergence

Common errors, inefficiencies
and misinterpretations

Illustrative
example

– NOE intensities 

– J-coupling constants

dihedral angles

– Residual dipolar couplings

– Chemical shifts

– Structure factors (ampl.) 
electron density

– CD spectra

ijI

ixxj

i

hklF

distances

I( )

ijD

rQ

+ NMR relaxation times, NMR order parameters, SAXS/WAXS structure factors,
IR/Raman intensities, FRET efficiencies ...

Interpretation:
so-called model-free

approach

Interpretation:
Karplus
equation

3
ijJ

r( )
Interpretation:

phase

ijr

MOST COMMON
 DISCUSSED IN MORE

DETAILS IN THE NEXT
SLIDES
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via

e.g.

B ijr The cross-relaxation efficiency depends 
on how the connecting vector (length and 

orientation relative to magnetic field) 
varies in time

t
ij

tQ C
r t

Slow tumbling limit
(e.g. big protein)

Fast tumbling limit
(e.g. small peptide)

ijI r
ijI r

n

this silly name is commonly
twisted into «model-free model»

you can also calculate intensities
directly from MD via the time-correlation

functions (complicated but has been done)

ijI r exp
ijr

i.e.

i.e.

e,g.
fast tumbling

exp
ijr I

experimentally inferred
inter-proton distances

(sometimes: just distance
classes like short/medium/long)

via

sim exp
ij ijr r

only positive
deviations are

considered a violation

only large
deviations (>0.1nm) are
considered important

other cross-relaxation
mechanisms, e.g. via

an intermediate nucleus
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via
3JHH

3 2
ijJ acos bcos c

specific classes of dihedral angles specific compounds 
specific training set 
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Karplus relation for 3J(HN-H )
as function of the backbone torsional angle

3J ( ) = a cos2 ( + ) + b cos ( + ) + c; = -60°

Accuracy of 3J( ) is about 1 Hz

Karplus curve for
peptide angle

(three parametrizations;
based on fit of

NMR J-value vs X-ray
structures or/and QM

calculations)

No clue what is
the 4th curve...

(two blue curves?)
And it sometimes occurs that

a measured J is up to 1 Hz
below the min or above the max!

Karplus relations 3J(H -H ) and 3J(N-H )
as function of the side-chain 1 torsional angle

3J( 1) = a cos2( 1 + ) + b cos( 1 + ) + c;

 = -120° (H H 2)  or   = +120° (NH 2)

Accuracy of 3J( 1) is definitely not better than 1 Hz

Karplus curve for
peptide sidechain 1 angle
(seven parametrizations;

based on fit of
NMR J-value vs X-ray
structures or/and QM

calculations)
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W.F.van Gunsteren/Zuerich Dec 08/36

Accuracy of some parametrisations of the Karplus relation
Karplus relation :  3JHH = A cos2 + B cos + C

A, B and C from 
(a) Wüthrich (1978, 1984)
(b) Case (1994)
(c) Bax (1996)
(d) Rüterjans (1999)

Variation 0.5 – 0.8 Hz
Chem. Eur. J., 9 (2003), 5838-5849

Simulations predict which of the isomers has the largest 3JHH value
Differences between SR and SS are small

Karplus curve for
-peptide angle

(seven parametrizations;
based on fit of

NMR J-value vs X-ray
structures or/and QM

calculations)

Population estimates now depend on the 
choice of a Karplus equation AND of a simple

population model!

2 J-values (R and S), 3 populations,
one constraint (sum of populations)

gg gt tg

gg gt tg

The peak widths and locations also play a role, 
mixed with the integrated populations

Lonardi, Oborský & Hünenberger
Helv. Chim. Acta 100 (2017) e1600158
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Electron density in
unit cell

r

Reflection
intensities

I h

rQ
Common observables

Approximations
Invertibility

Calculation cost

expQ
Primary vs secondary
Quality and accuracy

Redundancy vs completeness

INSTANTANEOUS
OBSERVABLE

EXPERIMENTAL
DATA

ENSEMBLE
AVERAGING

Q rU

FORCE-FIELD
REPRESENTATION

Accuracy

resU r
BIASING FUNCTION
REPRESENTATION

Weighting
Instantaneous vs time-averaged

Single structure vs ensemble
Convergence

Common errors, inefficiencies
and misinterpretations

Illustrative
example
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r
r rQ Q

r
Q r

averaged Q single structure Q

mean structure Q

phys
B

phys
B

V r k T

V r k Tr

Q r e d r
Q r Q r r d r

e d r

i.e.

 in general, the ensemble cannot
be summarized by a single structure

 the signal of the average structure
is not the average signal over all 

structures (average structure: 
essentially meaningless!)

The average structure <r>r is highly strained
6-ß-peptide in methanol: 34 NOE’s

Angew. Chemie 38 (1999) 236-240

left-handed 314-helix
H-bonds: NH(i) – O(i+2)

average structure in MeOH :
distorted right-handed helix –
only one H-bond: NH(4) – O(1)

right-handed helix
H-bonds: NH(i) – O(i+1, i-3)

Assumed by
the experimentalists

to be dominant 
in pyridine

Classical XPLOR refinement:
Assumed by

the experimentalists
to be dominant in MeOH

Conclusion: - average structure may be meaningless
- use primary exp. data (NOE’s), not secondary

experimental data (structures) to compare with

1.3 % of the conformations 35 % of the conformationsAverage structure
3 NOE’s can only be fulfilled

by these types conformations

Q r

Here, the structure claimed by 
the experimentalists in MeOH was 

incorrect or, at least, not representative 
(the MD ensemble is different

and equally acceptable)

MD
in MeOH
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rQ
Common observables

Approximations
Invertibility

Calculation cost

expQ
Primary vs secondary
Quality and accuracy

Redundancy vs completeness

INSTANTANEOUS
OBSERVABLE

EXPERIMENTAL
DATA

ENSEMBLE
AVERAGING

Q rU

FORCE-FIELD
REPRESENTATION

Accuracy

resU r
BIASING FUNCTION
REPRESENTATION

Weighting
Instantaneous vs time-averaged

Single structure vs ensemble
Convergence

Common errors, inefficiencies
and misinterpretations

Illustrative
example

should be sufficient to
represent/calculate appropriately

electrons
atoms
united atoms
implicit-solvent
residue beads

rQ

e.g. GROMOS

database scan (e.g. PDB)
distance geometry

+ simplified force field
explicit-solvent

MD+thermostat
...

P r rU

ideally generate
a Boltzmann ensemble

rU

rQ
Nearly always involves

assumptions and
approximations!!!

Q d Pr r r Q Q expQ
the experimental signal
is obtained by ensemble
(simulation) averaging

compare
with

simQ

chemical shifts

virtual H’s

crude!

«common» choice:
(united-)atom, no solvent

quality of the functional form?
quality of the parametrization?

«common» choices:
do we really have Boltzmann statistics?
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rU and rQ correct

+ infinite sampling
problem
solved !

 Only happens in exceptional cases (then
it may also be coincidental: experimental data may
actually provide little relevant information and be
compatible with many models, even the crudest)

Gademann et al., 
Angew. Chem. Int. Ed. Engl. 42 (2003) 1534

Bundle of 20 NMR model
structures (protection

groups not shown)

Glaettli & van Gunsteren
Angew. Chem. Int. Ed. Engl. 43 (2004) 6312 

at 298K:
2 violations of about          0.05 nm
J-value rms deviation of   0.44 Hz

This is a case where the force-field information is sufficient
to generate an ensemble compatible with the experimental data

(nice – but maybe also a bit lucky ?)

328



Gademann et al., 
Angew. Chem. Int. Ed. Engl. 42 (2003) 1534 Glaettli & van Gunsteren, Angew. Chem. 

Int. Ed. Engl. 43 (2004) 6312

rQ
Common observables

Approximations
Invertibility

Calculation cost

expQ
Primary vs secondary
Quality and accuracy

Redundancy vs completeness

INSTANTANEOUS
OBSERVABLE

EXPERIMENTAL
DATA

ENSEMBLE
AVERAGING

Q rU

FORCE-FIELD
REPRESENTATION

Accuracy

resU r
BIASING FUNCTION
REPRESENTATION

Weighting
Instantaneous vs time-averaged

Single structure vs ensemble
Convergence

Common errors, inefficiencies
and misinterpretations

Illustrative
example
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Which type of experimental data or quantities Q

Distinguish between:
1. primary experimental data Q0: observable quantities Q that are 

directly measured
Examples: peak location and intensity from X-ray diffraction or NMR 

spectroscopic measurements, 3J–values
2. secondary (derived) experimental data Qd:

quantities Q for which (non-observed) values are derived from
(observed) values of primary experimental data Q0 by applying a 
given procedure f: Qd = f (Q0)
which involves assumptions and approximations
Examples: textbook structures, refined molecular structures, 

torsional angle values, NOE-derived proton-
proton distances, NMR order parameters

Comparison of may reflect the quality of:
a. <Q0>sim with <Q0>exp the molecular model
b. <Qd>sim with <Qd>exp = f (<Q0>exp) the procedure f

In reality <Qd>exp may carry little experimental information

<Q>sim <Q>exp
W.F. van Gunsteren, J. Dolenc, & 

A.E. Mark, Curr. Opin. Struct. Biol., 
18 (2008) 149-153

You don’t want to compare simulations
against another (often cruder)

model, but really against experiment !

Test of force field and NMR data 
for Hen Egg White Lysozyme

Experimental data
(Smith et. al., 1991, 1993; Buck et. al., 1995; Schwalbe et. al., 2001)

1158 NOE’s derived inter-proton distances (set1 1993)

1525 NOE’s derived inter-proton distances (set2 2001)

95 3JHN -coupling constants

100 3J -coupling constants

124 backbone and 28 side-chain order parameters

X-ray coordinates (PDB 1aki, 1.5 A )

NMR coordinates (PDB 1e8l, ensemble of 50 structures)

Quality of the experimental data Qexp
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NOE distance bound violations in HEWL

out of 1158 NOE’s

out of 1525 NOE’s (30% more)

NOE bound violations computed from MD trajectories (43A1(1996)/45A3(2001)) 
against two sets of experimental NOE distance bounds from
Smith et. al. (set1, 1993) and from Schwalbe et. al. (set2, 2001)

Over time (1993 2001) the experimental 
data converged towards simulated ones But: the force-field did not seem to improve ??? ;-)

But: this may be misleading if the extra 
NOEs are short-ranged !

rQ
Common observables

Approximations
Invertibility

Calculation cost

expQ
Primary vs secondary
Quality and accuracy

Redundancy vs completeness

INSTANTANEOUS
OBSERVABLE

EXPERIMENTAL
DATA

ENSEMBLE
AVERAGING

Q rU

FORCE-FIELD
REPRESENTATION

Accuracy

resU r
BIASING FUNCTION
REPRESENTATION

Weighting
Instantaneous vs time-averaged

Single structure vs ensemble
Convergence

Common errors, inefficiencies
and misinterpretations

Illustrative
example
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Choice of biasing function 
to bias            towards
– Form:

• Half or full harmonic at short range, i.e. for 
• Bounded gradient (slope = force) at long range, i.e. for 
• Continuous, continuous derivative

Example:

+ linear beyond
– Averaging:

Time:

Molecules:

Examples: 15 Tyr in Tendamistat:  averaging <…> essential
CI-2: <distance> is o.k.
(NPNA)3: <3J-value> is a major problem

– Parameters: calculate RMS-fluctuations and deviations

Q,restr exp

exp

                                  V Q(r) ;Q
Q(r)                   Q

exp

exp

2, exp

exp

                                                 
                                                                

1( )
2

                                  Q
( )Q restr Qr

Q Q
Q Q

V r K
Q

Q r Q

'

/
/

(

'

0

1

) /

( ) /

1

1( ) ( ( ))
1

                                                      

     ( ) ( )    

' '

1
M n B

M
n B

V r k T

N
V

t
t t

t

N

n n n
n r k T

n

t dt

p Q p

Q r e Q r
e

eQ r r
e

non-Boltzmann

Boltzmann

Atom-atom distance restraining and multiple 
conformations

2
dr 0

ij
dr 0

ij

0                    
1 K - d  2

0                 

d(t)  

d(t)  
x ( )

K - d  
( )

dr

dr

ix

ix

V

V

f
t

f
r t

2
( )( ) ( )i jr td r tt

0

0

0

0

  if  < d  
  if  > d  

  if  < d  

  if 

d(t)
d(t)

d(t)

 >(t) dd

With linearization:

Half harmonic (attractive only):
A too long distance is considered to be a

disagreement with experiment – but a too short
distance is not, because other experimental

effects might have attenuated the NOE signal
(e.g. three-center spin diffusion)

Linearized:
we want to avoid too strong forces

on large violations

Distance restraint:

d0 involving atoms i and j
actual distance:

Instantaneous restraint 

(half harmonic):
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Time average:

discrete:

Time-average restraint:
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Exponentially

damped memory

Normalization
(d = cst  average = d)

Force becomes smaller with growing Nt , so damp the memory
Time-average with damped memory:

Put factor          in time average:
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3 particles, only distance restraint forces,   = memory relaxation time

Violation  0.18 nm Violation   0 nm Violation  0.08 nm Violation 0.14 nm
0.18 nm 0 nm 0.08 nm 0.03 nm

3 particle system: 2 particles fixed 2 nm distance from each other
1 particle freely moving with 2 distance restraints

of 0.8 nm length to the fixed particles

Refinement:

Average violations:

A.E. Torda et al., Chem. Phys. Lett, 157 (1989) 289-294

1
3

'/ 3
/ 0

2

0

1
3

3
/ 0

( )
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1

1
2
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1

( )

t

dr

t

dr

t

t

t
d t t

V

e d t dt
e

K dd t

d t d t t dt
e

=0.0 ps =0.2 ps =1.25 ps =4.0 ps

Non-linear averaging: a simple 2-dimensional 3-atom example

Remark:
time-dependent Hamiltonian

 no energy conservation !
 we pump energy into the system

 thermostatize well !

Signal is a time average: 
example Tendamistat

• small, 74 residue protein, 842 NOE distances from NMR
• conflicting NOE distances from the experiment

– no single structure found that had no violations
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Simulations using instantaneous distance restraints
• Applying instantaneous distance restraints
• puts an extra force on the atoms

which pulls them to the experimental
NOE distance

• Atoms do get close, but quite a
lot of strain is present in the system

violation 0.02 nm

violation 0.04 nm

• Small distance fluctuations
• Yet, small bound violations 

remain present

Simulations using time-averaged distance restraints
• Time-averaged distance

restraints
• Extra forces on the atoms to 

enforce that the NOE distance is 
fulfilled on average

• Tyr13 is flipping back and forth

no violation

no violation

• Large distance fluctuations
• Yet, no bound violations are 

present
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Tendamistat 20 ps MD simulation
RMS fluctuation of C atoms
J. Mol. Biol., 214 (1990) 223-235

Small, 74 residue protein,  842 experimental NOE’s  
Root-mean-square atom-positional fluctuation(Å) of C atoms

Residue number
Conclusion: conventional refinement restricts atomic 

motion too much (instantaneous restraints)

--- conventional refinement
time-dependent restraints

Conventional versus time-averaged refinement: Tendamistat
DG: one position (violations) in all 9 DG (distance geometry) structures
MD: many positions (no violations)
X-ray: no electron density

Conclusion:
Convergence to one structure does not indicate that only one 
structure fits the experimental data!
The experimental data are compatible with more mobility than is 
suggested by static modelling

J. Mol. Biol. 214 (1990) 223-235

9ps
NOE’s

16.2ps
NOE’s

DG position (9x)
RMSD small
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Artefacts due to time-averaged restraining: Chymotrypsin 
Inhibitor 2

Alain Nanzer et al., J. Biomol. NMR, 6 (1995) 313-320

MD in vacuo: 500ps
NOE distance restraining: HN Trp 5 

H Arg 62
Kdr =
3000 kJmol-1nm-2

Restraining with 
short dr may
restrict
1. fluctuations and
2. dynamics

dr(ps)
=

50.0

20.0

10.0

5.0

2.0

0.0

vary averaging time dr

NPNA-NPNA-NPNA   peptide in water
A. Nanzer et al., J. Mol. Biol., 267 (1997) 1012

Too big 
fluctuations

if harmonic
time-

averaged
3J-value

restraints
are applied

NPNA:
Asn-Pro-Asn-Ala
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NPNA peptide in water
Too big fluctuations

Problem of time-averaged restraining
when applied to 3J-coupling constant data

20 0 01
2

Qrestr Qr Qr
n nn nn n n n nV ;K ,Q K Q HQ Q Q ;Q

0Q 0 hQ Q
Problem:
Restraining force keeps pushing to the left beyond as long as

.

In distance restraining, this is a minor problem
- Van der Waals repulsion counteracts an attractive restraint
- r-3 averaging favors short distances
- generally only half-harmonic restraints (attractive) are used

In J-value restraining, this is a major problem
Solution ? Use both instantaneous and time-averaged 3J-value for 

restraining (Scott et al., J. Biomol. NMR 12 (1998) 501-508)

Heaviside step function

QrestrV

0H Q;Q
Q Q

1

0
0Q

0
nQ

0
nnQ (t ) Q

nQ (t )
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Average

Instantaneous

Exp value

Average

Instantaneous Biasing
force

Strained Relaxed

Do not restrain to a measured value of an 
observable if the  function connecting

structure to observable is multiple-valued

For J-value restraining, consider the value
of the instantaneous and of the average observableFIX:

Exp
value

Average

Instantaneous

Flat-bottom
harmonic restraint

Memory-based
wrighting

Biasing
potential

(Gaussian)

One if dihedral within bin
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Local-elevation 3J-value restraining of 37 side-chain 3J -coupling constants in MD improves 
agreement of 1630 NOE atom-atom distances with experimental NOE-bounds
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Conclusions and Outlook

• A new application of the local-elevation technique to achieve 3J-
coupling constant restraining to measured values is proposed

• Using this method it is possible to successfully restrain 3J-
coupling constants without destabilising the overall molecular 
structure. In the example Lysozyme an improvement on 
reproducing experimental NOE distance bounds is observed

• The method achieves selectively enhanced sampling by
disfavouring conformations of dihedral angles with 3J-coupling
constants deviating from experiment. A minimum interference by 
the restraints compared to an unrestrained simulation is 
guaranteed

• The method is not very sensitive with respect to force constant 
and other parameters chosen, which makes it suitable for 
inclusion of 3J-value restraining in standard biomolecular NMR 
structure refinement

M. Christen, B. Keller, & W.F. van Gunsteren, J. Biomol. NMR  39 (2007) 265-273

Crystallographic refinement by MD with time-averaged 
structure factor restraints

Potential energy (target) function:

memory relaxation time

structure factor

electron density

X-ray diffraction measurement yields structure factor 
amplitudes:

unknown

not the phases obs:
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rQ
Common observables

Approximations
Invertibility

Calculation cost

expQ
Primary vs secondary
Quality and accuracy

Redundancy vs completeness

INSTANTANEOUS
OBSERVABLE

EXPERIMENTAL
DATA

ENSEMBLE
AVERAGING

Q rU

FORCE-FIELD
REPRESENTATION

Accuracy

resU r
BIASING FUNCTION
REPRESENTATION

Weighting
Instantaneous vs time-averaged

Single structure vs ensemble
Convergence

Common errors, inefficiencies
and misinterpretations

Illustrative
example

A -hexapeptide

Bundle of 20 NMR model
structures

(protection groups not shown)

• -hexapeptide with hydroxyl groups 
attached to the -carbons

• NMR model structure suggests the 
formation of a 28-P-helix

• MD simulation from totally extended 
conformation at two different
temperatures (298 K & 340K) using 
the GROMOS 45A3 force field

NOE-distance or J-value restraining in 
MD simulation

Gademann et al., Angew. Chem. 
Int. Ed. Engl. 42 (2003) 1534

Glaettli & van Gunsteren, Angew. Chem. 
Int. Ed. Engl. 43 (2004) 6312
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NOE Distance Violations & Backbone 3J-values

• at 298 K
2 violations (~0.05 nm)

average deviation from
exp. J-values: 0.44 Hz

• at 340 K
1 violation ( ~ 0.03 nm)

average deviation from
exp. J-values: 0.91 Hz

• NMR bundle
no violation

average deviation from 
exp. J-values: 0.57 Hz

Donor-Acceptor 298 K 340 K X-PLOR Donor-Acceptor 298 K 340 K X-PLOR

NH(i)-O(i-2) [HB8]    OH(i)-O(i-1) [HB7]    

NH(3)-O(1) 0 1 20 OH(6)-O(5) 0 14 0 

NH(4)-O(2) 0 1 25 OH(i)-O(i-2) [HB11]    

NH(5)-O(3) 2 4 10 OH(4)-O(2) 0 8 10 

NH(i)-O(i-3) [HB12]    OH(5)-O(3) 1 22 0 

NH(3)-O(0) 0 30 0 OH(6)-O(4) 1 10 0 

NH(4)-O(1) 0 26 0 OH(i)-O(i-3) [HB15]    

NH(5)-O(2) 0 35 0 OH(4)-O(1) 1 26 0 

NH(6)-O(3) 1 18 0 OH(5)-O(2) 0 10 0 

NH(i)-O(i+1) [HB10]    OH(i)-O(i+2) [HB13]    

NH(2)-O(3) 11 0 0 OH(3)-O(5) 38 0 0 

NH(5)-O(6) 11 1 0     

Occurrence of Hydrogen Bonds [%]

None of the H-bond patterns supporting the formation of a 28-P-helix
were detected in the simulations.

MD simulation NMR bundle MD simulation NMR bundle
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Another possible Secondary Structure Element: 2.512-P-helix

28-P-helix is virtually absent, but

2.512-P-helix is 35% populated at 340 K and stable at 298 K

Atom-positional root-mean-square deviation from 2.512-P-helix

Initial config:
blue from extended, 

green from 2.512-P-helix

Initial config:
red from extended

Definition of a Conformer for a -heptapeptide
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Conformational Analysis of the combined 
MD & NMR “Ensembles”

MD at 298 K + NMR bundle MD at 340 K + NMR bundle

No overlap between MD trajectory and NMR bundle of structures

Conclusions
1. MD simulation using a “thermodynamic” force field (GROMOS)

(without NMR restraints) reproduces experimental NOE/J-value 
data equally good or better than a set of 20 NMR model structures 
derived by classical single structure refinement techniques
(XPLOR)
(aspect: force field problem)

2. Single structures may not be representative for the (Boltzmann) 
ensemble of structures in solution 
(aspect: ensemble problem)

3. Standard (NMR) structure refinement procedures should be 
revised in order to avoid the deposition of non-representative
model structures in structure data banks 
(aspect: search problem)

4. Don’t compare secondary (derived) data (structures, angles) but 
primary (measured) data (NOE’s, 3J-values) when comparing 
models with experimental data 
(aspect: experimental problem)

Angew. Chem. Int. Ed. 43 (2004) 6312 
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rQ
Common observables

Approximations
Invertibility

Calculation cost

expQ
Primary vs secondary
Quality and accuracy

Redundancy vs completeness

INSTANTANEOUS
OBSERVABLE

EXPERIMENTAL
DATA

ENSEMBLE
AVERAGING

Q rU

FORCE-FIELD
REPRESENTATION

Accuracy

resU r
BIASING FUNCTION
REPRESENTATION

Weighting
Instantaneous vs time-averaged

Single structure vs ensemble
Convergence

Common errors, inefficiencies
and misinterpretations

Illustrative
example

(arbitrary, non-Boltzmann sampled set)
1. Conversion of a 3J-value (other than extremes) to a -angle

value with subsequent -angle restraining
(inverse Karplus relation is non-linear and multiple-valued)

2. Instantaneous restraining
(neglect of averaging effects)

3. Time-averaging restraining of 3J-values using a restraining 
function only dependent on <3J> (too large fluctuations)

4. Use of non-Boltzmann weighting of conformers
(violates statistical mechanics)

5. Use of equations of motion in internal, non-cartesian 
coordinates
Torsional dynamics is either inefficient or yields wrong dynamics

6. Freezing of bond-angle degrees of freedom
(reduces motion and entropy, no gain in efficiency)

7. Inadequate sampling 
(many, but high-energy conformers)

8.  …
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Refinement of protein structures using simulation
1. Use a thermodynamically calibrated force field
2. Include essential degrees of freedom: solvent

Be certain that the solvent model is compatible with the protein one
3. Use the appropriate (experimental) thermodynamic state point:

a. Temperature
b. Pressure
c. pH
d. Ionic strength (co-solvents)

4. Sample conformational space sufficiently and Boltzmann-
weighted

5. When using experimental data to bias the sampling:
a. Use only primary (measured) not secondary (derived) 

experimental data
b. Do account for motional averaging
c. Do not restrain to a measured value of an observable if the

function connecting structure to observable is multiple-valued
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P.H. Hünenberger

Herbstsemester 2019
Tuesday 9:45-11:30 a.m.

HCI D2
LECTURE 13 (WEEK 14):

Concluding remarks
Lecture 529-0004-00

www.csms.ethz.ch/education/CSCBP

Progression

Difficulty

Easy

Tricky

High mark

Low mark

Exam
time

Corollary:
the number of good

answers is not
immediately related

to the mark...

So that I can “tune” the level of difficulty,
and we can “stop” a question where you don’t 

know to move on to one where you know

But when it is obvious,
we usually say if “pass”

or “fail” right after the exam

If there is a question
you cannot answer,

just let it be – and focus
on the next...

Example: if I ask you about
TI and we spend 5’ to just to get to

the correct equation, these are 5’ less
to discuss more interesting aspects
of TI (practical use, limitations, ...)

i.e. i.e.
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(then we pick one to see what you know)

(then we pick one, e.g. DC, US, TI, FEP, EDS ... to see what you know; no derivation)

(then we might ask the leap-frog equations; no derivation)

(e.g. permittivity, diffusion constant, heat capacity, ...)

(then we pick one, e.g. LE, DEM, 4DMD, to see what you know; no derivation)

1) INTRODUCTION

vs vs
vs

2) INTERACTION (FORCE FIELDS)

3) GENERATING CONFIGURATIONS

Lists are non-exhaustive; these
are just the most important points!

4) BOUNDARY CONDITIONS

5) ELECTROSTATIC INTERACTIONS

vs

Advice: spend 2/3 of your
preparation on these basics

and 1/3 on the rest
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Time series, average, 
fluctuation, distribution

Calculation principle of main properties:
internal coordinates, RMSD, RMSF, RDF, 

thermodynamic properties, diffusion constant,
dielectric permittivity, ...Periodic gathering, 

rototranslational fitting

Three types of free energy changes,
use of thermodynamic cycles,

use of dummy atoms,
understand DC, US, TI, FEP, EDS

(with equations)

Understand issues related to
accuracy: hysteresis, cycle-closure,

finite sampling, approximate quadrature,
overcoming singularities (soft-core)

[you can forget free-energy components
and entropy calculations]

Understand the principles (not the detailed
equations) of the temperature annealing,

parallel tempering, soft-core, diffusion equation,
local elevation, 4DMD, parallel tempering

and Hamiltonian replica exchange methods

Understand the principles of structure
refinement based on NOE-derived 

distances and J-values
[you can forget the Xray refinement]

Understand the main approaches
and difficulties in NMR-based

refinement

Lists are non-exhaustive; these
are just the most important points!

I may also ask questions related to that
(of course, I won’t assume that you

remember all the details of these exercises!)
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